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- HEP investigations?
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Many body quantum systems
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Tensor Network methods

“Simple” Ansatz to describe faithfully “interesting” 
quantum states!
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Tensor Network Methods

  

A class of tailored variational ansatz states on a lattice many-body 
quantum system

the amplitudes tensor T is obtained by contraction of smaller 
tensors over auxiliary indexes.
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In the following for the sake of clearness and readabil-
ity, we provide some reference material on which the main
article is based on.

I. SMOOTHED COMPLEXITY

Algorithmic complexity theory classifies algorithms ac-
cording to their scaling as a function of the input size
N , where N does not necessary mean a bit length, but
might be the number of vertices in a graph or –as in
our case– the dimension of a space. In particular, an
algorithm belongs to the class of polynomially-bounded
algorithms P if one can prove that all running times T
are bounded by a polynomial function of the input size,
i.e. T = Poly(N ). On the contrary, EXP is the class
of algorithms that run in exponential time [1]. As these
are universal bounds they are omnicomprehensive and
do not depend on the particular instances of the prob-
lem. That is, they describe the worst-case scenario, a
single and unique instance that cannot be solved in poly-
nomial time is su�cient to classify an algorithm in the
ine�cient EXP class [2]. To improve our understating of
algorithms e�ciency, one might focus on the average scal-
ing over random instances: di↵erent classes of complexity
can be defined, as for example the class Avg-P contains
the algorithms that solve on average a random instance
of the problem in polynomial time. However, this ap-
proach might fail again to describe the e�ciency of some
algorithms experienced in practice as random instances
have usually special properties that are not shared with
typical ones.

Recently, the smoothed complexity has been intro-
duced [3] to explain why some algorithms work well
in practice: Spielman and Teng studied the scaling of
the time needed to solve the problem under a pertur-
bation of the input. More formally, given an input
x 2 ⌦ of size N , and some perturbation of the input
y controlled by a parameter � (a distribution variance,
a perturbation strength etc.) the Smoothed Complex-
ity is defined as the scaling with the size of the input
N and the perturbation strength � of the maximum of
the average time needed to solve the algorithm, that is,
T (N ,�) = max⌦ Ey[T (x+ y)]. In particular, an algo-
rithm has a polynomial complexity, i.e. it is in Smoothed-

P if there exist positive constants N0, �0, c,1,2 such
that for all N > N0 and 0 < � < �0 one has

T (N ,�)  c · ��1 · N 2 .

Notice that varying � between zero and infinity we re-
cover worst-case and average complexity respectively.
However, in practice one experience an intermediate case,
where the scaling given by the smoothed complexity de-
scribes the practical e�ciency of the algorithms. In par-
ticular, it has been proven that many commonly used al-
gorithms belong to Smoothed-P, as for example the Sim-
plex algorithm with the shadow-vertex pivot rule under
Gaussian perturbations [4]. This means that the non-
polynomial instances are surrounded by polynomial solv-
able ones and that their support has measure zero, that
is, they are never found in practice.

II. TENSOR NETWORK METHODS

One of the most successful class of tools to simulate
one-dimensional correlated many-body quantum systems
is formed by tensor network methods, based on and
generalising a powerful method introduced in condensed
matter two decades ago, the Density Matrix Renormal-
ization Group [5]. Tensor network methods have been de-
veloped to cope with the exponential growth of resources
needed to describe a many-body quantum state: indeed
a general wave function of n d-level quantum system is
given by:

| i =
X

~↵

 ↵1,↵2,...↵n |↵1i|↵2i . . . |↵ni; (1)

where |↵ıi span an orthonormal basis of the ı-th particle
local Hilbert space, thus ↵i = 1, . . . d. Tensor networks
and in particular methods based on the Matrix Product
States (MPS) ansatz to describe one-dimensional many-
body quantum systems, build on the hypothesis that the
state of Eq. (1) can be written in the following MPS form:

| i =
X

~↵

A�1
↵1
A�1�2

↵2
. . . A�n�1

↵n
|↵1i|↵2i . . . |↵ni,

where �ı = 1, . . . ,� are auxiliary indices, and A�ı�ı+1
↵ı

tensors parametrising the system state. Note that the
system state is characterised by nd�2 free parameters.
As long as � / dn, the MPS ansatz is an exact (and
ine�cient) description of the state given in Eq.(1). The
mapping between the two descriptions is obtained via
multiple singular value decompositions of the tensor
 ↵1,↵2,...↵n , and � is given by the maximal Schmidt rank
of such decomposition. On the contrary, if one sets a
bound on the auxiliary dimension � allowing at most a
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Polynomial efforts !
in 1D

U. Schollwock, Rev. Mod. Phys. (2005) 



Lattice Gauge Theories

Non-perturbative !
HEP models!
(QED, QCD)

Strongly correlated !
models at low energies!

(spin ice, quantum dimer..)

Atomic quantum!
simulators

- Site d.o.f. (matter fields..)!
- Quantum link d.o.f. (bosons, spins,..)!
- Gauge invariant Hamiltonian
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Uab

x,y

= ca†
x,+x̂

cb
y,�x̂

Figure 1: (Color online). a) The commutation relations [H,G⌫

x

] guarantees that the gauge invariant subspace, i.e. the trivial
irreducible representation subspace for every lattice gauge subgroup, is dynamically decoupled from the rest of the Hilbert
space. b) The nontrivial support of every lattice gauge generator is a single matter field site  

x

and all the gauge field links
U

x,x+µ

x

connected to it. c) Typical coupling Hamiltonian terms involve two matter sites  
x

and  
x+µ

x

and the gauge boson
connecting them U

x,x+µ

x

. d) In the QLM formulation, the gauge boson is split into a pair of rishons, linked together by a U(1)
symmetry constraint.

field. In non-abelian models, fermions  a
x carry color degrees of freedom a. For example, in U(2) or SU(2)

models a 2 {", #}, in U(3) or SU(3) models a 2 {b, g, r}

• Gauge field Uab
x,x+µ

x

live on the links of the lattice hx, x + µxi. They are bosonic fields that describe the
gauge bosons of the model. We use the quantum link formulation to define these fields as bilinear operators:
Uab
x,x+µ

x

= ca†x+µ
x

,�µ
x

cbx,+µ
x

, as sketched in figure 1, panel d.

The bilinear representation of the bosonic gauge fields is fermionic or bosonic depending on the commutation
relations of these operators [cbx, c

a†
y ]± = �a,b�x,y. The statistics of the quantum link fields is completely arbitrary,

and does not change the physics of the gauge invariant model, since the link operators cax,µ
x

always appear in pairs
related to the same link. Usual terminology in quantum link models call these modes ‘rishons’ and their total number
Nx,x+µ

x

= nx+µ
x

,�µ
x

+ nx,+µ
x

on every link is a conserved quantity. This is due to the fact that the rishon degrees
of freedom cax,µ

x

appear both in the gauge symmetry operators G⌫
x and in the Hamiltonian H only via Uab

x,x+µ
x

, and

by construction [Nx,x+µ
x

, Uab
y,y+µ

y

] = 0: from this follows that [Nx,x+µ, G⌫
y ] = [Nx,x+µ, H] = 0. In other words, in the

QLM formulation of lattice gauge theories, an additional, artificial local symmetry arises: the conservation law of the
total rishons number on a given link, which is always U(1) symmetry generated by Nx,x+µ

x

. Depending on the number
of rishons per link N̄ one selects, di↵erent physical phenomena of the gauge invariant theory can be captured. In any
case, we restrict the Hilbert space to the ‘physical’ states |'

phys

i which satisfy Nx,x+µ
x

|'
phys

i = |'
phys

iN̄x,x+µ
x

. For
simplicity, we will refer to this symmetry selection rule as link constraint.

2. Local generators of the gauge symmetry, and gauge constraint (Gauss’ law).

The gauge symmetry is defined via the set of its generators G⌫
x: they all commute with the Hamiltonian [H,G⌫

x] = 0,
and have localized support. To properly characterize the generators G⌫

x, it is convenient to define the elementary
transformation on the gauge fields beforehand:

• The abelian U(1) part of the elementary transformation is generated by the di↵erence of the rishon occupation
numbers on the same link, i.e. Ex,x+µ

x

= 1

2

(nx+µ
x

,�µ
x

� nx,+µ
x

), which plays an equivalent role of the electric

field in quantum electrodynamics. Its action on the gauge field changes the field with a phase,

Ũab
x,x+µ

x

= ei✓Ex,x+µ

xUab
x,x+µ

x

e�i✓E
x,x+µ

x = ei✓Uab
x,x+µ

x

, (1)

or infinitesimally
⇥
Ex,x+µ

x

, Uab
x,x+µ

x

⇤
= Uab

x,x+µ
x

.

• The non-abelian version of such electric field has a left component L⌫
x,x+µ

x

=
P

ab c
a†
x,+µ

x

�⌫

ab

2

cbx,+µ
x

and a right

component R⌫
x,x+µ

x

=
P

ab c
a†
x+µ

x

,�µ
x

�⌫

ab

2

cbx+µ
x

,�µ
x

operators, depending if their action changes the bosonic
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a) b)

Figure 2: (Color online). Gauge generators supports in a) the standard formulation and in b) the quantum link formulation
of lattice gauge theories of frustrated spin systems. Blue circles represents sites of the lattice, orange ones the link degrees of
freedom, i.e. the spins. a) The red square on the lattice highlights the degrees of freedom on which the local gauge invariant
generator acts: a site and the connected links. b) The red diamond shows the degrees of freedom on which the local gauge
invariant generator acts for a QLM. The original link degree of freedom is split into two rishons, which are modeled by spinless
fermions in this context.

obviously yielding [�z
x,x+µ,Nx,x+µ] = 0. The link sector selected (N̄ = 1, i.e. N|'

phys

i = |'
phys

i), recovers exactly a
two-level system on every link, as shown in Fig. 2.

In the quantum dimer model, the lattice is covered with dimer configurations on the links of the lattice. The dimer
Hilbert space is characterized by the state ||i (on the vertical links) or |�i (on the horizontal links) with �z

x,x+µ = 1/2
if the link is occupied, otherwise the state is | i on the link and �z

x,x+µ = �1/2. This model has been introduced to
describe the presence of a Cooper pair or valence bond form by a pair of electrons on the nearest neighbor vertices
(the dimers). The gauge constraint arises from the fact that every electron can pair only with one of the neighbor

electrons, which results in the local conservation
⇣
�z
x,x+µ

x

+ �z
x,x+µ

y

+ �z
x�µ

x

,x + �z
x�µ

y

,x

⌘
|'

phys

i = �|'
phys

i. This

gauge constraint reduces the Hilbert space from 24 to just 4 valid configurations around a vertex.
The quantum spin ice model is similar, but not identical. In this case the local gauge symmetry conservation

originates from a strong antiferromagnetic Ising-type interaction between every pair of spins around a vertex:

H
Ising

=
⇣
�z
x,x+µ

x

+ �z
x,x+µ

y

+ �z
x�µ

x

,x + �z
x�µ

y

,x

⌘
2

. (14)

E↵ectively this interaction projects the Hilbert space to the zero magnetization subspace Gx|'phys

i =⇣
�z
x,x+µ

x

+ �z
x,x+µ

y

+ �z
x�µ

x

,x + �z
x�µ

y

,x

⌘
|'

phys

i = 0. The local gauge invariant space is reduced to configurations

with two spins |"i and two spins |#i around a vertex, resulting in a local gauge vertex space dimension of 6 instead
of 24.

III. MATRIX PRODUCT FORMULATION OF THE QLM CONSTRAINTS

In this section we embed the previous lattice gauge picture within the tensor network framework. We first sketch a
general technique, based on projected entangled pairs on the links, which allows one to take operatively into account
the QLM constraints defined previously, while reducing the computational space dimension, and thus the complexity
of related algorithms. The idea is to exploit the Gauge constraints to reduce the local space dimension, and at the
same time combine all the link constraints into simple Projectors, which act directly upon the reduced space and, in
1D, are conveniently written in the Matrix Product Operator (MPO) formalism.

As we have seen in the previous examples, the gauge constraint and the link constraint in the QLM formulation
result in a description of the system as composed by logical sites that groups a vertex of the original model and the
nearest neighbor interacting rishons sites. Therefore, we can introduce a computational vertex site that is formed by
the tensor product of a matter site and the rishons sites at that vertex, of compound dimension D = d (dc)z, where
d is matter local Hilbert space dimension, z is the coordination number of the lattice, and dc is the local rishon
space dimension (equal to dc = N +1 in the abelian gauge case, larger otherwise). We show in the following that the
gauge constraint can be solved by reducing the local site Hilbert space and that the remaining link constraints can

Lattice gauge tensor network!
simulations!

(abelian and non abelian)

P. Silvi, E.Rico, T. Calarco, SM, arXiv:1404.7439!
E.Rico, T. Pichler, M. Dalmonte, !

P. Zoller, SM, PRL (2014)!



Schwinger model in 1+1D

E.Rico, T. Pichler, M. Dalmonte, P. Zoller, SM, PRL (2014)!

  

… second order Phase transition:

Disordered phase:

● Charges on the even sites, 
double the background

● Electric field goes from even 
sites to odd sites

Ordered phase:

● Charges on the even sites, 
cancel the background

● Uniform electric field goes 
either Right or Left
(Z

2
 symmetry breaking)
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CP symmetry breaking in 1D QED:CP symmetry breaking in 1D QED:

U(1) gauge invariant model in (1+1)D with staggered

charge background:

Gauge constraint:

odd sites

even sites

E. Rico, T. Pichler, M. Dalmonte, P. Zoller, S. Montangero, arXiv:1312.3127

gauge-invariant

Schwinger model !

Link constraint:

enough to capture the physics of...
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Quantum phase!
transition 

Disordered phase Ordered phase!
symmetry breaking 



Optimal control

✤ Few-body quantum systems: standard optimal control  
(high-accuracy, complete knowledge, many iterations...)

SystemControl
System

✤ Many-body? H. Rabitz, NJP (2009)!
Altafini & Ticozzi IEEE (2012)



Chopped RAndom Basis

O(10) parameters!

Reduced basis method

Functional !
minimization

Multivariable !
function minimization

Direct Search !
methods

Ω1Ω2

!
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t
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P. Doria, T. Calarco, SM  PRL (2011), !

T. Caneva, T. Calarco, SM, PRA (2011)

Expand control field over      
“randomized” basis functions 
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Applications
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Phase I

Phase II

quantum random walks (Mohseni et al., 2008). In contrast to
classical random walks, which we also know from the
Brownian motion, the position of the quantum “walker”
would not be a single random position but rather a superpo-
sition of positions.

The incorporation of interference effects in the theoreti-
cal reasoning led to further considerations concerning the
possible role of the protein environment (Rebentrost et al.,
2009; Olaya-Castro et al., 2008), since a close look at wave
physics reveals that coherence can be both beneficial and a
hindrance if the aim is to optimize the speed of transport. On
the one hand, the simultaneous wavelike sampling of many
parallel paths could possibly result in finding a faster way to
the final goal. But on the other hand the presence of an
irregular lattice of scattering centers (static disorder) may ac-
tually suppress wave transport because of destructive inter-
ference. This phenomenon, well known in solid state physics,
is called Anderson localization (Anderson, 1958). In that
case, thermal fluctuations of the protein environment might
therefore be crucial and help to avoid localization and thus
assist in the excitation transfer (Caruso et al., 2009). The
importance of protein dynamics in eliminating Anderson lo-
calization was actually already discussed in an earlier paper
by Balabin and Onuchic (2000), where multiple quantum
pathways and interference were proposed for the electron

transfer after the reduction in the special pair—instead of the
excitation transfer towards the special pair that is discussed
here.

The role of interference in transport phenomena can also
be visualized by recalling the analogy to an optical Mach–
Zehnder interferometer [as shown in Fig. 1(d)]: depending
on the setting of phases, wave interference can guide all ex-
citations to either one of the two exits. Quantum coherence
may then be the best way to channel the interfering quanta
to the desired output. But if the wave phases happened to
be initially set to destructive interference, quantum co-
herence would be a severe handicap. In this case, even ran-
dom dephasing processes would help optimize the transport
efficiency.

External perturbations may also be important for ener-
getic reasons: the electronic excitations have to be trans-
ferred between complexes of different energies. If the
molecular states were too well-defined, the lacking energy
overlap would reduce the transfer rate. External perturba-
tions may broaden the transition bands and thus increase the
coupling between neighboring molecules.

Recent experiments by Collini and Scholes (2009), how-
ever, hint also at another possible role of the protein environ-
ment. In their experiments they could show that coherent
electronic excitation transfer along conjugated polymer
chains occurs even at room temperature. These long-lasting
coherences (200 fs) could only be observed in intrachain but
not in interchain electronic excitation transfers.

All of the models described above bear in common that
they rely on quantum coherence and decoherence and that
they may be robust even under ambient environmental con-
ditions over short time scales. It is thus the fine interplay of
coherent exciton transfer, decoherence, and dephasing that
yields the best results and which seems to reign one of the
most important reactions in nature.

Conformational quantum superpositions
in biomolecules
Since atoms can exist in a superposition of position states,
this may also lead to a superposition of conformational states
in molecules. A tunneling-induced superposition of confor-
mation states is conceivable. It becomes, however, highly im-
probable when many atoms have to be shifted over large dis-
tances and across high potential wells during the state
change.

Photoisomerization is another way of inducing structural
state changes in molecules—now using photon exchange, in-
stead of tunneling. This opens the possibility to connect even
energetically separated states. The photo-induced all-trans-
13-cis transition of retinal is a famous example where a
single photon can cause a sizeable conformation change. But
much of the subsequent atom rearrangement occurs in in-
teractions with the thermal environment (Gai et al., 1998).
In spite of that, it was possible to gain coherent quantum
control in this process. Applying pulse-shaped femtosecond

Figure 4. The FMO complex is composed of three protein-
pigment structures. Each of them contains seven bacteriochlo-
rophyll-a molecules !Blankenship, 2002". Electronic excitation
transfer from the FMO complex to the reaction center is a key pro-
cess in the light-harvesting of green photosynthetic bacteria. Two-
dimensional Fourier transform spectroscopy !Engel et al., 2007" was
able to document long-lived excitonic coherences across neighbor-
ing molecules in this structure !picture credits: Tronrud et al., 2009".
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Entanglement Storage Units

Tommaso Caneva1, Tommaso Calarco1, and Simone Montangero1
1Institut für Quanteninformationsverarbeitung, Universität Ulm, D-89069 Ulm, Germany

(Dated: August 17, 2011)

We introduce a protocol to drive many body quantum systems into long-lived entangled states,
protected from decoherence by big energy gaps. With this approach it is possible to implement
scalable entanglement-storage units. We test the protocol in the Lipkin-Meshkov-Glick model, a
prototype many-body quantum system that describes different experimental setups.

PACS numbers:

Entanglement represents the manifestation of correla-
tions without a classical counterpart and it is regarded as
the necessary ingredient at the basis of the power of quan-
tum information processing. Indeed quantum informa-
tion applications as teleportation, quantum criptography
or quantum computers rely on entanglement as a crucial
resource [1]. Within the current state-of-art, promising
candidates for truly scalable quantum information pro-
cessors are considered architectures that interface hard-
ware components playing different roles like for exam-
ple solid-state systems as stationary qubits combined in
hybrid architectures with optical devices [3]. In this sce-
nario, the stationary qubits are a collection of engineered
qubits with desired properties, as decoupled as possible
from one another to prevent errors. However, this archi-
tecture is somehow unfavorable to the creation and the
conservation of entanglement. Indeed, it would be desir-
able to have a hardware where “naturally” entanglement
is present and that can be prepared in a highly entan-
gled state that persists without any external control: the
closest quantum entanglement analogue of a classical in-
formation memory support, i.e. an entanglement-storage
unit (ESU). Such hardware once prepared can be used
at later times (alone or with duplicates) – once the de-
sired kind of entanglement has been distilled – to perform
quantum information protocols [1].

The biggest challenge in the development of an ESU is
entanglement frailty: it is strongly affected by the detri-
mental presence of decoherence [1]. Furthermore the
search for a proper system to build an ESU is under-
mined by the increasing complexity of quantum systems
with a growing number of components, which makes en-
tanglement more frail, more difficult to characterize, to
create and to control [2]. Moreover, given a many body
quantum system, the search for a state with the desired
properties might be very difficult. Indeed, a direct and
comprehensive study of a many body quantum system
is an exponentially hard task in the system size. Nev-
ertheless, in many-body quantum systems entanglement
naturally arises: for example –when undergoing a quan-
tum phase transition – in proximity of a critical point the
amount of entanglement possessed by the ground state
scales with the size [2, 4]. Unfortunately, due to the clo-
sure of the energy gap at the critical point, the ground
state is an extremely frail state: even very little pertur-
bations might destroy it, inducing excitations towards

FIG. 1: (Color online) Entanglement Storage Units protocol:
a system is initially in a reference state |ψ(−T )⟩, e.g. the
ground state, and is optimally driven via a control field Γ(t)
in an entangled eigenstate |ψ(0)⟩, protected from decoherence
by an energy gap.

other states. Very recently, the entanglement properties
of the eigenstates of many-body Hamiltonians have been
investigated, and it has been shown that in some cases
they are characterized by entanglement growing with the
system size [5, 13].

In this letter we show that by means of recently devel-
oped optimal control technique [7] it is possible to iden-
tify and prepare a many body quantum system in robust,
long-lived entangled states (ESU states). More impor-
tantly, we drive the system towards ESU states without
the need of any apriori information on the system, either
about the eigenstates or about the energy spectrum. Fi-
nally, we show that properly prepared systems can be ef-
fectively used as ESU exploiting the fact that ESU states
are well protected by large energy gaps.

Recently, optimal control has been used to drive quan-
tum systems in entangled states or to improve the gen-
eration of entanglement [6]. However, here we have in
mind a different scenario: to exploit the control to steer
a system into a highly entangled state that is stable and
robust even after switching off the control (see Fig. 1). In
the following we show that ESU states are gap-protected
entangled eigenstates of the system Hamiltonian in the
absence of the control. Here we show that for an ex-
perimentally relevant model this is indeed possible, and
that it is possible to drive the system in gap-protected

Optimal experimental protocols

 

This is a very nice picture with few defects after the optimized ramp. 

Post selection 
Here describe the basics about our post selection process on an example image. For 
each repetition of our sequence we get a reconstructed occupancy matrix. In the 
picture, shown on the left, you can see the lattice sites indicated in blue and the 
reconstructed occupied latticed marked with a red dot. The cloud of atoms is fitted 
with an ellipse (blue line). The green points mark lattice sites which are inside this 
ellipse, including small rounding effects. 

We usually concentrate on the central region (grey shaded). The length of the tube is 
defined by the number of site inside the fitted ellipse, shown on  the  left.  This  doesn’t  
have to the same as the distance between the first and the last (shown on the right). 
The transvers could diameter is the maximum of the ellipse, transvers to the 
considered tubes. 

Tube A: 
Length: 16 
Distance between first and last atom: 17 
Atoms: 17 
Holes: 0 
Tube B: 
Length: 16 
Distance between first and last atom: 17 
Atoms: 15 
Holes: 2 
Tube C: 
Length: 16 
Distance between first and last atom: 17 
Atoms: 15 
Holes: 2 
 

Note that the tube between B&C has length of 16 but a distance between first and last 
atom of 19. It has 4 holes inside the ellipse and one more outside.  
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FIG. 2: (left) The trajectory of the spin magnetization (blue
curve) during the application of the CRAB ⇡ pulse. The
initials state is ms = 0 (red dashed arrow) and the target
state is ms = �1 (red solid arrow). The points have been
calculated using the Schrödinger equation. (right) After the
CRAB ⇡/2 the spin magnetization lays in the xy plane of the
lab frame, parallel to the x axis. Then it rotates around the
z with an angular velocity !L (Larmor frequency), acquiring
a phase � = e

i!Lt.

surement can be performed only after some time t

evol

=
100 ns. During this time the spin rotates in the xy plane
in the lab frame and acquires a phase ' = e

�i!Lt

evol (see
figure 2, right). The density matrix after t

evol

is then:

⇢

⇡/2

theory

=

✓
0.5 0.06� 0.5i

0.06 + 0.5i 0.5

◆

From the tomography we obtain:

⇢

⇡/2

exp

=

✓
0.43 0.08� 0.43i

0.08 + 0.43i 0.58

◆

The expected fidelities of the CRAB pulses are F⇡

theory

=

99.86 % and F

⇡/2

exp

= 95.45 %, whilst from the experiment

we obtain F

⇡

exp

= 99.3± 2.2 % and F

⇡/2

exp

= 95.9± 3.7 %.
All these values are calculated using eq. 2 with respect
to the corresponding target state. We find an excellent
agreement betweeen the theoretical prediction and the
experimental result. The discrepancy between the two
can be explained by deviation from the ideal pulse shape
due to the limited bandwidth of the MW amplifier.
The pulses we have developed in this study are important
not only for quantum information processing, but also for
most of the pulsed Nuclear Magnetic Resonance (NMR)
and Electron Spin Resonance (ESR). Although they were
not specifically developed as gates, but just to transfer
the spin from |m

s

= 0i to some desired state. Neverthe-
less they are very robust and can be used for magnetic
resonance as we show below. One of the most important
NMR (and ESR) pulse sequence consists of a single ⇡/2
pulse, where the spin magnetization is rotated from the
z-axis to the xy plane in the rotating frame. The spins
then precess and can be detected by the NMR detector
resulting in the Free Induction Decay (FID). The Fourier

transform of the latter provides the spectrum of the sam-
ple ([17], [18]). Since we drive the electron spin very fast
(⌦ = !

L

), we can performed this experiment both in the
lab and in the rotating frame.

FIG. 3: Free Induction Decays - experimental data. (top) FID
measured by using two CRAB ⇡/2 pulses. The inset shows the
first 160 ns of the signal (markers) and a the calculated fidelity
with respect the |0i state. (bottom) FID measured by using
a CRAB ⇡/2 pulse and a low power pulse with fixed phase
(blue curve) and increased phase (markers) for each point
(see text for more details). The lower frequency component
(⌫ ⇠ 1 MHz) is probably due to coupling to a distant 13C
nuclear spin.

All sequences begin with a laser pulse. In the first ex-
periment (figure 3 top) we start with a CRAB ⇡/2, which
rotates the spin magnetization around the x axis of the
lab frame. After a free evolution time ⌧ we apply an-
other CRAB ⇡/2 pulse to rotate the spin back to the z

axis and we then read out optically the spin state. The
signal oscillates with the Larmor Frequency !

L

(see also
figure 2, right). The next experiments are the same, but
the second pulse has much lower amplitude and the sys-
tem is e↵ectively in the rotating frame. If the phase of
the MW is � = 0, the phase acquired during the free evo-
lution period ⌧ increases and the signal again oscillates
with !

L

(figure 3 bottom, blue curve). However, if the
phase of the second pulse is � = e

i!Lt, than the phase in-
crement is compensated and it ”follows” the spin in the
xy plane. In this case the observed FID (figure 3 bot-
tom, black markers) is identical with the one measured
in the rotating frame. Thus we can on demand ”switch”
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Speeding up critical system dynamics through optimized evolution.

Tommaso Caneva1,2, Tommaso Calarco2, Rosario Fazio3, Giuseppe E. Santoro1,4,5, and Simone Montangero2
1International School for Advanced Studies (SISSA), Via Beirut 2-4, I-34014 Trieste, Italy
2Institut für Quanteninformationsverarbeitung, Universität Ulm, D-89069 Ulm, Germany

3NEST, Scuola Normale Superiore & Istituto di Nanoscienze - CNR, Piazza dei Cavalieri 7, I-56126 Pisa, Italy
4CNR-INFM Democritos National Simulation Center, Via Beirut 2-4, I-34014 Trieste, Italy
5International Centre for Theoretical Physics (ICTP), P.O.Box 586, I-34014 Trieste, Italy

(Dated: January 1, 2011)

The number of defects which are generated on crossing a quantum phase transition can be min-
imized by choosing properly designed time-dependent pulses. In this letter we determine what are
the ultimate limits of this optimization. We discuss under which conditions the production of de-
fects across the phase transition is vanishing small. Furthermore we show that the minimum time
required to enter this regime is T = π/∆ unveiling an intimate connection between an optimized
unitary dynamics and the intrinsic measure of the Hilbert space for pure states. Surprisingly, the
dynamics is non-adiabatic, this result can be understood by assuming a simple two-level dynamics
for the many-body system.

PACS numbers:

Introduction.— The rapid progress in the experimen-
tal realization and manipulation of quantum systems [1]
is opening the rich and intriguing perspective of the ex-
ploitation of quantum physics to realize quantum tech-
nologies like quantum simulators [2] and quantum com-
puters [3, 4]. These achievements pave the way to the
simulation of condensed matter systems giving the possi-
bility of studying different states of matter in controlled
experiments. Despite the impressive results obtained so
far, this is a formidable technological and theoretical
challenge due to the complexity of the systems in analysis
and the experimental requirements. Indeed, the level of
control needed on the quantum system is unprecedented:
one should be able to prepare a system in a desired initial
state, perform the desired evolution and finally measure
the state in a very precise way. Moreover, the whole
experiment should be performed faster than the system
decoherence time that eventually will destroy any quan-
tum information capability.
Quantum optimal control (OC) theory, the study of op-
timization strategies to improve the outcome of a quan-
tum process, can be an extremely powerful tool to cope
with these issues [5–9]. It allows not only to optimize
the desired experiment outcome but also to speed up
the process itself. Traditionally employed in atomic and
molecular physics [10, 11], OC has been recently ap-
plied with success to the optimization of the dynamics
of many-body systems [12, 13], allowing to achieve the
ultimate bound imposed by quantum mechanics, the so
called quantum speed limit (QSL) [14]. Indeed as intu-
itively suggested by the time-energy uncertainty princi-
ple, the time required by a state to reach another dis-
tinguishable state has to be longer than the inverse of
its energy fluctuations [15]. This implies that a quan-
tum system cannot evolve at an arbitrary speed in its
Hilbert space, but a minimum time is required to per-
form a transformation between orthogonal states [16–20].
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FIG. 1: (Color online) Instantaneous excitation energy in the
LMG model for an optimized (green dashed line, total time
T ∼ TQSL), a non optimized (red dot-dashed line, T ∼ TQSL)
and a linear adiabatic process (orange continuous line, T ≫
TQSL). Continuous (blue) lines represents the lowest energy
levels as a function of the driving field Γ = −t/T .

For time-independent Hamiltonians this bound has been
exactly determined [14]; the QSL has been formally gen-
eralized also to time-dependent Hamiltonians, but so far
has been computed only in a few simple cases [12, 21–23].
A still unexplored, although relevant question is how the
dynamical crossing of a quantum phase transition (QPT)
affects this fundamental bound. Here we investigate for
the first time the QSL of the dynamics of a first order
QPT in the adiabatic version of Grover’s search algo-
rithm (GSA) [24] and of a second order QPT [25] in
the Lipkin-Meshkov-Glick (LMG) model. Specifically we
consider the problem of converting the ground state on
one side of the critical point into the ground state on the
opposite side in the fastest and most accurate way by se-
lecting an optimal time-dependence of the control field.
We emphasize here that the evolution induced by the op-
timized field is non-adiabatic, as shown in Fig. 1, where
the scenario is reproduced for the LMG model, and an

LMG!
model 

4
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LMG model: T/TQSL=2

FIG. 3: (Color online) Infidelity as a function of the size in
the LMG model. Squares represents the data before the opti-
mization, circles the data after the optimization with CRAB.

reversed separable state |ψ1
G⟩ = |11⟩, the homogeneous

superposition state |ψ2
G⟩ = 1

2

∑

i,j |i, j⟩, and the maxi-

mally entangled Bell state |ψ3
G⟩ =

1
√

2
(|00⟩+ |11⟩). Note

that due to the fact that only the coupling is controlled,
all three states are not trivial to achieve. We set the to-
tal time of the transformation to the somehow arbitrary
time scale T = π/EJ and we perform a CRAB optimiza-
tion using the truncated expansion of the function g(t)
given in Eq. (9), with a constant initial guess for the driv-
ing field Γ0(t) = Γ(0) = 1. We considered an additional
constraint on the fluence of the control field, thus the
resulting cost function is defined as

F = f1 + 0.1 C1(Γ(t)), (11)

where f1 and C1 are given by equations (1) and (4) re-
spectively. Here we are interested in studying the effect
of the randomness introduced in the frequencies of the
expansion (9), thus we optimize both in the case of ran-
dom rk and with rk = 0. To perform a fair compari-
son, we ran the optimization in both cases with the same
maximum number of calls Nf ∼ 30.000 to the function
F , which fixes the simulation complexity. Indeed, in the
first case we repeated the optimization for thirty different
rk random configurations (with a single Ak, Bk random
starting point), while in the second case the optimization
was repeated over thirty initial random Ak, Bk configura-
tions. A typical result is shown in Fig. 1 for Nc = 6 and
|ψ3

G⟩: it clearly shows that for the case of randomized ωk

the optimization is highly improved. A more systematic
comparison is shown in Fig. 2 where the best results are
plotted against the number of optimization parameters
Nc for the three target states |ψi

G⟩: in all cases, the ran-
domization of the frequencies improves the final results
by about an order of magnitude or even more. More
importantly, in all three considered cases, the final result
without randomization is very far from being satisfactory
as the final fidelity is of the order of ten percent, result-
ing in a very poor state transformation. On the contrary,

0 2 4 6 8 10 12 14 16
2 Nc

10-10

10-8

10-6

10-4

10-2

1f1
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N=32
N=100

0 4 8 12 16
10-8
10-6
10-4
10-2

1LMG model: T/TQSL=2

FIG. 4: (Color online) Infidelity as a function of the number of
control parameters for different sizes in the LMG model. The
total evolution time is T = 2TQSL = 2π∆. Inset: infidelity
as a function of the number of parameters for a single size
N = 32: comparison between data optimized using as cost
function the infidelity (empty circles) and the final energy (full
circles). Green squares represent the results with randomized
frequencies.

using the randomized frequencies we were able to find op-
timal pulses to obtain fidelities below one percent for two
cases out of three – values that are comparable, in most
cases, with experimental errors.

III. LIPKIN-MESHKOV-GLICK MODEL

The Lipkin-Meshkov-Glick (LMG) model is the
paradigm of a system with long range interaction (in-
finite in the thermodynamical limit). The Hamiltonian
in dimensionless units is written as [31, 32]:

H = −
1

N

∑

i<j

(σx
i σ

x
j + γσy

i σ
y
j )− Γ(t)

N
∑

i

σz
i , (12)

where N is the number of spins in the system, Γ is the
transverse field and σα

i are the Pauli matrices. By intro-
ducing the total spin operator Sα =

∑

i σ
α
i /2, Eq. (12)

can be rewritten, apart from an additive constant, as
H = − 1

N [S2
x + γS2

y ]−ΓSz . The Hamiltonian hence com-
mutes with S2 and does not couple states having a differ-
ent parity in the number of spins pointing in the magnetic
field direction: [H,S2] = 0 and [H,

∏

i σ
z
i ] = 0. In the

isotropic case γ = 1, also the z-component of S⃗ is con-
served, [H,Sz ] = 0. In the thermodynamical limit the
LMG model undergoes a second order quantum phase
transition at Γc = 1 from a paramagnet (Γ > 1) to a fer-
romagnet (Γ < 1). The phase transition is characterized
by mean-field critical exponents [32]. The phase tran-
sitions dramatically affects the dynamical behavior of
quantum systems: As discussed in more detail in Sec. VI,
the gap closure at the critical point promotes dynamical
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FIG. 2: (Color online) Infidelity I as a function of the adi-
mensional scaling variable T/T ∗ for the LMG (red squares),
Grover (blue circles) and the LZ model (green triangles).
Data correspond to half of the maximum size analyzed (N =
64).

adiabatic and an optimal evolution are compared. Quite
surprisingly our study shows that the the optimized dy-
namical process for the many-body systems analyzed is
analogous to that of a two-level system, see Fig. 2. We in-
terpret this result as the natural manifestation of the in-
trinsic metric of the Hilbert space for pure states [21, 26].
Finally studying the QSL as a function of the system
size, we show that the speed up obtained by the adia-
batic GSA [24, 27] can be reproduced and extended to
other models with optimized, non-adiabatic evolutions.
Models.— We study two paradigmatic critical systems,

the adiabatic GSA [24] and the LMG model [28] and we
compare them with the Landau-Zener (LZ) model to bet-
ter understand the physics of the process. The Hamilto-
nians of the models are collected in the left side of Table I,
where the σα

i ’s (α = x, y, z ) are the Pauli matrices on
the ith site, |ψi⟩ and |ψG⟩ are respectively the initial and
the target state. For the GSA model the initial state
is an equal superposition of all N computational basis
states, and the final target is the specific marked state
we want to extract from the database. The system under-
goes a 1st order QPT at a critical value of the transverse
field Γc = 0.5 (from now on we set J = ! = 1). The
gap between the ground and the first excited state closes
polynomially with the number of states N at the critical
point: ∆GSA ∼ N−1/2. The LMG model instead, second
line of Table I, undergoes a 2nd order QPT from a quan-
tum paramagnet to a quantum ferromagnet at a critical
value of the transverse field |Γc| = 1. The gap between
the ground and the first excited state closes polynomi-
ally with the number of spins N at the critical point:
∆LMG ∼ N−1/3. We chose as initial state the ground
state (GS) at Γi ≫ 1, i.e. the state in which all the
spins are polarized along the positive z-axis (paramag-
netic phase). As target state we chose the GS of at Γ = 0.
Finally for the LZ model, third line of Table I, the off-
diagonal terms give the amplitude of the minimum gap

100
N

101

102

103

s* =T
* Δ

GSA lin
GSA opt
LMG opt
LMG lin
LZ opt
LZ lin 

N2/3

N1/2

N

π

20

FIG. 3: (Color online) The action s∗ = T ∗∆ as a function
of the size N (for the LZ model we define an effective size
N = ∆−1), where ∆ is the minimum spectral gap and T ∗ the
time required to reach an infidelity I∗ ∼ 10−3 for the linear
(full symbols) and optimized (empty symbols) driving field
for the LMG (red squares), Grover (blue circles) and the LZ
model (green triangles).

∆LZ = 2ω at the anticrossing point Γ = 0, here assumed
to be at t = 0 [29, 30]. In this case the initial state is
the GS for Γ(−T/2) = −Γ0 and the target is the GS for
Γ(T/2) = Γ0, that is —in this effective model— we want
to transform the initial GS into the initial excited state
in an optimal and fastest way.

For all the models considered our goal is to find the
optimal driving control field Γ(t) to transform the ini-
tial in the goal state in a given total time T . At the
limit when the gap closes (the thermodynamical limit for
GSA and LMG) adiabatic dynamics is forbidden in finite
time due to the adiabatic condition T ≫ ∆−1 [31]: how-
ever, for finite size systems, an adiabatic strategy might
be successful. Here we relax the adiabaticity condition,
exploring a different regime of fast non adiabatic trans-
formations. Given the total evolution time T , we use
optimal control through the Krotov’s algorithm to find
the optimal control field Γ(t) to minimize the infidelity
I(T ) = 1− |⟨ψG|ψ(T )⟩|2 at the end of the evolution, i.e.
the discrepancy between the final and the goal state [5].
The determination of Γopt(t) can be recast in a minimiza-
tion problem subject to constraints determined by look-
ing for the stationary points of a functional L[ψ, ψ̇,χ,Γ]
in which the auxiliary states |χ(T )⟩ = |ψG⟩⟨ψG|ψ(T )⟩
play the role of a continuous set of Lagrange multipliers
to impose the fulfillment of the Schrödinger equation at
each time during the dynamics, as described in details
in [5, 8, 11]. Previous studies [12] revealed that only
when the total evolution time exceeds a certain thresh-
old, by iterating the algorithm it is possible to reduce
arbitrarily the value of the final infidelity I. In order to
identify such a threshold, we fix a target value of the in-
fidelity I∗ ∼ 10−3 and we determined the minimum total
evolution time T ∗ for which it is possible to satisfy our
goal. In Fig. 2 we show the value of the infidelity for

see also T. Caneva, M. Murphy, T. Calarco, R. Fazio, SM, V. Giovannetti, and G. E. Santoro, !
Phys. Rev. Lett. 103, 240501 (2009).
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FIG. 2: Quantum speed limit: Normalized figure of merit F̃1 as a function of the total ramp time T (red points) for Ns =,
Na =, obtained via t-DMRG simulations with � = 24, �t = 10�2 and a CRAB optimization with nf = 18. A numerical
single-parameter fit (blue line) following F̃ (T ) = cos2(T/T ⇤

QSL) results in the definition of the quantum speed limit T ⇤
QSL =

17.3± 0.2ms. Insets represent sketches (red region represents the optical lattice, blue circles atoms confined in single wells, )
of the typical final state with high figure of merit F1 and many defects (upper left) and an almost perfect Mott Insulator at
unit filling with low F1 (lower right). Insert the other estimation, the point were we perform the experiment and
the linear ramp, red region where experimental errors comes into play???
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FIG. 3: Atom number fluctuations: Figure of merit FN as a function of di↵erent atom number Na in the system for a QPT
crossing lasting TOPT with a linear ramp (red squares) and an optimal pulse obtained consider atom number fluctuations
(blue circles). These results are obtained via t-DMRG simulations with � = 24, �t = 10�2 and a CRAB optimization with
nf = 18. Insets represent sketches (red region represents the optical lattice, blue circles atoms confined in single wells, blue
ellipses superfluid fraction on top of the Mott insulator) of the typical final state with many defects due to missing (upper left)
or extra (lower right) atoms.

Eq. (2). The discrepancy between the two result is mainly due to the fact the Eq. (2) sets a bound, however finding
the optimal solution that saturates that bound can be extremely hard. On the other side, the operative definition
used in Fig. 2, provides also the optimal pulse that can be used direct in the experiment. Moreover, as can be seen
in Fig. 2, the main di↵erence appears on the part of the plot where the two curves are very low and already at values
comparable with experimental errors especially if we include in our analyst the atom number fluctuations and the
non-zero temperature e↵ects as we will see in the following.??? However, both estimations of the QSL give a result
of about one order of magnitude faster than the adiabatic time Ta: from now on we thus focus a total time for the
experimental ramp to be TOPT = 11.75ms, a total time that should results in maximum a few percent error, a value
compatible with the experimental errors.

Atom number fluctuations - A point of special interest is the stability of the optimal pulse with respect to the total
particle number in the lattice. Indeed, as shown in the typical experimental data in Fig.1 C di↵erent one-dimensional
tubes have di↵erent atom number: In the experiments the particle number can not be exactly controlled, and these
atom number fluctuations might destroy the optimal process. We thus included the atom number fluctuation in the
optimization procedure, defining as a new figure of merit the average F over di↵erent atom number: FN = F (Na),

TQSL � 11� 15 ms
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FIG. 1: CRAB scheme: A) An inital guess pulse c0(t) is used
as starting point. B) The function F(ω⃗) for the case ω⃗ =
{ω1, ω2} and the initial polytope (ligh red triangle) are defined
and moved “downhill” (darker triangles) until convergence is
reached. C) The final point is recasted as the optimal pulse
c(t) and applied to the physical system.

integrated with t-DMRG, and thus can in principle be
applied to all systems that can be efficiently simulated
by tensor network methods. Triggered by the observa-
tion that optimal control optmizations result in pulses
with very simple Fourier spectrum [22] we develop an
optimal search in a truncated dual space, the Chopped
RAndom Basis (CRAB) optimization, that can be effi-
ciently applied to t-DMRG simulations. The scenario we
are thinking of is as follows: given a system of interested
described by an Hamiltonian H with some controls cj(t)
with j = 1, . . . , NC , the goal is to extremize a given fig-
ure of merit F [H(cj(t))], e.g. the final system energy,
state fidelity, entanglement, etc. The main idea is then
to start with an initial pulse guess c0

j(t) and then looking
for the best correction of the form

cj(t) = c0
j(t) · fj(t), (1)

where fj(t) can be expressed in a simple form in some
function basis, as for example, Fourier space, and de-
pends on some parameters ω⃗j = ωk

j (k = 1, . . . , Mj), see
Methods for details. The optimization problem is then
recasted in a extremization of a multivariables function
F(ωk

j ) that can be numerically approached with the pre-
ferred method, as for example, stepeest descent or conju-
gate gradient method [25]. While using CRAB together
with t-DMRG, computing the gradient of F is extremely
resource consuming and thus we resort to a Direct search
method as Nelder-Mead or simplex methods [25]. They
are based on the construction of a polytope defined by
some initial set of points in the space of parameters ω⃗j

that “rolls down the hill” following defined rules up to
reach the (possible local) minima (see Fig. 1 and Meth-
ods). Due to the fact that the Direct Search methods
are based on many independent evaluation of the func-
tion to be minimized, they can be efficiently implemented
together with t-DMRG simulations.

In this letter, the CRAB optimization is applied to
the preparation of a Mott insulator in cold atoms exper-
iments in optical lattice [11]. Indeed, very recently this
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FIG. 2: Scheme of the Mott-Superfluid transition in the ho-
mogeneous system for average occupation number ⟨n⟩ = 1:
increasing the lattice (black line) depth V , the atoms Super-
fluid wave functions (upper) localize in the wells (lower). If
the transition is not adiabatic or optimized defects appear
(here represented by a hole and a double occupied site).

field have experienced a fast development after the exper-
imental demonstration of coherent control of the atoms
subject to a parameter quench in the seminal work of
M.Greiner and coworkers [12]. In these experimental se-
tups a Bose-Einstein condensate is first loaded in a mag-
netic trap and then the optical lattice is slowly switched
on inducing a quantum phase transition to a Mott insu-
lator. This is the fundamental initial step to prepare a
one dimensional system for further investigations as for
recent experiments on transport or spectroscopy [11]. Up
to now, the described Superfluid-Mott insulator transi-
tion has been performed adiabatically in about one hun-
dred ms: we present an optimal pulse to obtain a faithful
ground state with density of defects below one per cent
(???) in a total time of the order of some milliseconds.
This new optimal process allows for a drastic reduction
(about two orders of magnitude) of the time needed to
initialize cold atoms in optical lattice in a desired initial
state, a fundamental step in any quantum information
processing and cold atoms in optical lattice experiments.

Cold atoms in opticall lattice can be mapped in the
Bose Hubbard model defined by the Hamiltonian [11, 14]:

H=
∑

j

[−J(b†jbj+1+h.c.)+Ω(j−
N

2
)2nj+

U

2
(n2

j−nj)]. (2)

The first term on the r.h.s. of Eq.(2) describes the tunnel-
ing of bosons between neighboring sites with rate J , Ω is
the curvature of the trapping potential, and nj = b†jbj is
the density operator with bosonic creation (annihilation)
operators b†j (bj) at site j = −N/2, . . . , N/2−1. The last
term is the onsite contact interaction with energy U . The
system parameters U and J can be expressed as a func-
tion of the optical lattice depth V [11]. As sketched in
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On the complexity of controlling quantum many-body dynamics
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We demonstrate that arbitrary time evolutions of many-body quantum systems can be reversed
even in cases when only part of the Hamiltonian can be controlled. The reversed dynamics obtained
via optimal control –contrary to standard time-reversal procedures– is extremely robust to external
sources of noise. We provide a lower bound on the control complexity of a many-body quantum
dynamics in terms of the dimension of the manifold supporting it, elucidating the role played by
integrability in this context.

PACS numbers:

In recent years, fast progress on the understanding of
non-equilibrium dynamics of many-body quantum sys-
tems has been spurred by unprecedented opportunities
offered by cold atom quantum simulation experiments [1].
At the same time, powerful numerical tools [2] have made
it possible to investigate the out-of-equilibrium dynamics
of many-body quantum systems and to compare theoreti-
cal results with experimental data obtained in highly con-
trolled and tunable systems. Many interesting situations
have been already experimentally investigated so far [3]
including (just to give a few examples) quench dynam-
ics [4], thermalization [5], quantum phase transition dy-
namics [6], and the effect of periodic perturbations [7, 8]
both in fermionic and bosonic systems [9].

Given the ability to engineer a large class of Hamilto-
nians, the challenge for the future will be to be able to
engineer the full time evolution of the many-body quan-
tum state by shaping the time-dependence of few control
parameters, e.g. coupling constants and external fields.
This ability, beyond the bounds of possibility until a few
years ago, paves the way for the realisation of many-body
state engineering, with optimal control techniques [10]
emerging as the ideal tool to use.

Quantum optimal control, routinely used in many ar-
eas of science [10], has been applied only recently to
quantum many-body systems, e.g. for the state prepa-
ration of strongly interacting cold atoms in optical lat-
tices and spin systems [11], to analyse the crossing of a
quantum critical point [12] or to the cooling of Luttinger
liquids [13]. The theoretical study and experimental im-
plementation of optimal control strategies to quantum
many-body systems poses in turn a number of impor-
tant questions. While it has been shown how quantum
optimal control can drive a few-body system up to its
quantum speed limit [14, 15], it is important to under-
stand to which extent is it possible to control a quantum
many-body system. Which resources are needed in terms
of complexity, in particular in connection to the inte-
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FIG. 1: (Color online) Dynamical scheme to optimally reverse
the system dynamics: a system in the ground state is taken
out of equilibrium by multiple random quenches. Reversing
the dynamics can be obtained in general via a time-inversion
or by solving an optimal control problem.

grable/chaotic nature of the system under investigation?
And how efficient and robust will the resulting control
strategy be?
Answering these questions would bring together in a

new perspective thermodynamics, optimal control, and
complexity theory thus paving the way to further devel-
opments and investigations. In particular, an interest-
ing related issue is the reversibility of closed many-body
quantum systems dynamics, which might have intriguing
consequences on a fundamental problem in physics, i.e.
the emergence of the arrow of time. Indeed, one can re-
vert the dynamics of a quantum system by inverting the
time propagator, as it is typically done in spin-echo ex-
periments [16]. This procedure is however a highly non
trivial task in a general many-body quantum system and
requires an enormous accuracy in the knowledge of the
history of the dynamical process and of the control field:
the smallest deviation from the exact path inversion has
dramatic consequences [17]. Moreover, very few systems
are amenable to such operations, since quantum systems
are typically only partially tunable. In practice, revers-
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FIG. 1: Schematic representation of the Nelder-Mead di-

rect search algorithm. Using hyper-polygons in the multi-

dimensional parameter-space a path toward the minimum

value is searched.

II. MODELS AND OPTIMIZATION

We are addressing the Bose-Hubbard model which is
described by the Hamiltonian

HBH = � J
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J denotes the particle hopping between neighbour-
ing sites, U is the onsite particle-particle interaction
strength, m the mass of the bosons used in the model,
� the wavelength of the laser forming the optical lattice
and ! is the frequency of the harmonic confinement. The
variable i denotes the lattice sites with i0 the site in the
middle of the lattice. The operators b̂ (b̂†) are the bosonic
annihilation (creation) operators with n̂ the number op-
erator.
This model in the homogeneous case (! = 0) exhibits
a second order quantum phase transition at (U/J)c ⇡
3.37 (monien-paper) with a superfluid phase for U/J <

(U/J)c and a Mott-insulator phase for U/J > (U/J)c.
We study this phase transition with DMRG and matrix
product state (MPS) algorithms. The harmonic confine-
ment leads to more complicated features in the phase
diagram throughout the transition (Pupillo-paper). The
chemical potential depends on the distance from the cen-
ter of the lattice. Therefore we see cake-like shapes with
simultaniously appearing superfluid- and Mott-insulator
phases depending on U/J and the number of particles
in the lattice. By ramping up U/J from small values in
the superfluid-regime to very high values we see quasi-
phase transitions to di↵erent cake-like or Mott-insulator
states. We avoid such quasi- transitions by choosing an
appropriate number of particles in a given system with
a well defined lattice spacing and harmonic confinement.
In this way we get a Mott-insulator state with filling one
particle per site in the end of our ramp.
We now optimize the ramp through the phase tran-
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FIG. 2: Parity distribution of the numerical and experimental

results. The left plot shows the results for the fast linear pulse,

the numerical result (filled) compared to the experimental

result (solid line). The right plot shows the numerical results

for the optimized pulse (filled) and the experimental results

for the optimized pulse (solid line) in comparison with the

result of an adiabatic pulse (dashed line).

sition point using the chopped random basis algorithm
(CRAB) (paper). We simulate a Bose-Hubbard model
with 16 particles in a lattice with ! = 2⇡ · 63.5Hz and
� = 1064nm. The ramp will be performed from Vi = 3Er

to Vf = 14Er in To = 11.7ms where good adiabatic re-
sults are obtained in times around Ta = 100ms.
The CRAB algorithm uses a direct search algorithm to
vary a guess pulse by using as parameters the coe�cients
of a truncated Fourier-series. These parameters get ini-
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sition point using the chopped random basis algorithm
(CRAB) (paper). We simulate a Bose-Hubbard model
with 16 particles in a lattice with ! = 2⇡ · 63.5Hz and
� = 1064nm. The ramp will be performed from Vi = 3Er

to Vf = 14Er in To = 11.7ms where good adiabatic re-
sults are obtained in times around Ta = 100ms.
The CRAB algorithm uses a direct search algorithm to
vary a guess pulse by using as parameters the coe�cients
of a truncated Fourier-series. These parameters get ini-
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T=12ms

Optimal ramp!
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Adiabatic ramp!
T=110ms

T. Pichler, et. al. in preparation

 

This is a very nice picture with few defects after the optimized ramp. 

Post selection 
Here describe the basics about our post selection process on an example image. For 
each repetition of our sequence we get a reconstructed occupancy matrix. In the 
picture, shown on the left, you can see the lattice sites indicated in blue and the 
reconstructed occupied latticed marked with a red dot. The cloud of atoms is fitted 
with an ellipse (blue line). The green points mark lattice sites which are inside this 
ellipse, including small rounding effects. 

We usually concentrate on the central region (grey shaded). The length of the tube is 
defined by the number of site inside the fitted ellipse, shown on  the  left.  This  doesn’t  
have to the same as the distance between the first and the last (shown on the right). 
The transvers could diameter is the maximum of the ellipse, transvers to the 
considered tubes. 

Tube A: 
Length: 16 
Distance between first and last atom: 17 
Atoms: 17 
Holes: 0 
Tube B: 
Length: 16 
Distance between first and last atom: 17 
Atoms: 15 
Holes: 2 
Tube C: 
Length: 16 
Distance between first and last atom: 17 
Atoms: 15 
Holes: 2 
 

Note that the tube between B&C has length of 16 but a distance between first and last 
atom of 19. It has 4 holes inside the ellipse and one more outside.  

  

I.Bloch’s 
group



Optimal control limits

✤ What are the physical limits of control of MBQS?

Controllability, Reachability, Quantum Speed Limit…



Control complexity

✤ Are there any algorithmic/informational limits?!

✤ How to characterize the complexity of the optimization task?

Controllability, Reachability, Quantum Speed Limit, ...
✤ What are the physical limits of control of MBQS?!

T. Caneva, A. Silva, R. Fazio, S. Lloyd, T. Calarco, S. Montangero, PRA (2014)
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We present a theorem on the complexity of quantum optimal control problems defined on pure,
mixed states and unitaries, showing that it is polynomial in the size of the of the set of reachable
states in polynomial time. We provide a bound for the minimal time necessary to solve the opti-
mal control problem given the bandwidth of the control pulse, presenting a continuous version of
the Solomon-Kitaev theorem. We show that a quantum chaotic system is exponentially di�cult
to control while integrable and any dynamics that can be reproduced with polynomial resources as
tensor-networks methods can be e�ciently controlled. We explore the connection between entangle-
ment present in the system and complexity of the control problem, showing that one-dimensional
slightly entangled dynamics can be e�ciently controlled. Finally, we quantify how noise a↵ects the
presented results.

PACS numbers:

Quantum optimal control lies at the heart of the
modern quantum revolution, as it allows to develop
novel quantum protocols, to improve their performances,
and in many cases to match the stringent requirements
needed to develop quantum technologies [1]. After
decades of successful applications to few-body quantum
systems, along with the increased experimental capabil-
ities developed in recent years, problems of increasing
complexity have been explored and recently a lot of at-
tention has been devoted to the application of optimal
control to many-body quantum dynamics. Optimal con-
trol has been applied to the information processing in
quantum wires [2], the crossing of quantum phase transi-
tions [3], the generation of many-body squeezed or entan-
gled states [4], chaotic dynamics [5], unitary transforma-
tions [? ]. Recent studies have been devoted also to the
understanding of the fundamental limits of optimal con-
trol in terms of energy-time relations (time-optimal) [? ]
and its robustness against perturbations [6].

These exciting development calls for an accurate the-
oretical understanding of the complexity of this class of
optimal control problems as a function of the system size
as, due to the exponential growth of the Hilbert space
with the number of constituents, finding their exact so-
lution is in general highly ine�cient. Indeed, the algo-
rithmic complexity of exact time-optimal problems can
be super exponential (see e.g. [? ]). However, in any
practical applications, some finite error is present and
thus a finite precision (both in the functional to be min-
imized and on the total time of the transformation) is
introduced. The smoothed complexity analysis has been
introduced a few years ago to cope with this situation [?
]. Recently a lot of attention has been devoted to it as
it can be drastically di↵erent from the algorithmic com-
plexity: it has been shown that for important problems,
the algorithmic complexity defined by the worst case is
practically irrelevant as it corresponds only to ideal sit-
uations that is never found in practice. A paradigmatic

case is that of the Simplex algorithm applied to linear
programming problems: it is characterized by an expo-
nential algorithmic complexity in the dimension of the
searched space, however the smoothed complexity is only
polynomial, that is, the worst case disappears in presence
of perturbations [? ].
In this paper, we perform an information theoretical

analysis providing a counting argument to bound the
size of the space to be searched to solve optimal control
problems defined over the set of time-polynomially reach-
able states. We explore the implications of this theorem
in terms of smoothed complexity, defining the classes of
problems that can be e�ciently solved, the e↵ects of noise
and of entanglement present during the system dynam-
ics. We also provide an information-time bound, relating
the bandwidth of the control field with the minimal time
necessary to achieve the optimal transformation.
A quantum optimal control problem can be stated as

follows: given a dynamical equation

⇢̇ = L(⇢, �(t)); (1)

with boundary condition ⇢(t = 0) = ⇢0 where ⇢ is the
density matrix describing a quantum system defined on
an Hilbert space H = CN , and L the Liouvillian operator
with the unitary part generated by an Hamiltonian

H = H
D

+ �(t)H
C

(2)

where �(t) is a time-dependent control field; and H
D

and
H

C

the drift and control Hamiltonian respectively. For
simplicity here we consider the case where only a single
control field is present (the generalization is straightfor-
ward) and from now on we work in adimensional units.
From now on we focus on finite-size Hilbert space of
dimension N , as any quantum system with limited en-
ergy and limited in space is e↵ectively finite-dimensional.
Eq.(1) generates a set of states depending on the con-
trol field �(t): we define W the set of reachable states
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thus a finite precision (both in the functional to be min-
imized and on the total time of the transformation) is
introduced. The smoothed complexity analysis has been
introduced a few years ago to cope with this situation [?
]. Recently a lot of attention has been devoted to it as
it can be drastically di↵erent from the algorithmic com-
plexity: it has been shown that for important problems,
the algorithmic complexity defined by the worst case is
practically irrelevant as it corresponds only to ideal sit-
uations that is never found in practice. A paradigmatic

case is that of the Simplex algorithm applied to linear
programming problems: it is characterized by an expo-
nential algorithmic complexity in the dimension of the
searched space, however the smoothed complexity is only
polynomial, that is, the worst case disappears in presence
of perturbations [? ].
In this paper, we perform an information theoretical

analysis providing a counting argument to bound the
size of the space to be searched to solve optimal control
problems defined over the set of time-polynomially reach-
able states. We explore the implications of this theorem
in terms of smoothed complexity, defining the classes of
problems that can be e�ciently solved, the e↵ects of noise
and of entanglement present during the system dynam-
ics. We also provide an information-time bound, relating
the bandwidth of the control field with the minimal time
necessary to achieve the optimal transformation.
A quantum optimal control problem can be stated as

follows: given a dynamical equation

⇢̇ = L(⇢, �(t)); (1)

with boundary condition ⇢(t = 0) = ⇢0 where ⇢ is the
density matrix describing a quantum system defined on
an Hilbert space H = CN , and L the Liouvillian operator
with the unitary part generated by an Hamiltonian

H = H
D

+ �(t)H
C

(2)

where �(t) is a time-dependent control field; and H
D

and
H

C

the drift and control Hamiltonian respectively. For
simplicity here we consider the case where only a single
control field is present (the generalization is straightfor-
ward) and from now on we work in adimensional units.
From now on we focus on finite-size Hilbert space of
dimension N , as any quantum system with limited en-
ergy and limited in space is e↵ectively finite-dimensional.
Eq.(1) generates a set of states depending on the con-
trol field �(t): we define W the set of reachable states
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Eq.(1) generates a set of states depending on the con-
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(the manifold that can be generated for every �(t)) and
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DW(N) its dimension [? ]. If the system is controllable
–i.e. the operators H

D

, H
C

generate the complete dy-
namical Lie algebra– then DW the manifold that can be
generated is the complete space of density matrix opera-
tors DW = N2 for an N�dimensional Hilbert space, e.g.
for a collection of qudits N = dn. Given a goal state ⇢̄ the
problem to be solved is to find a control pulse �̄(t) that
drives the system from a reference state ⇢0 within an ✏-
ball of the goal state ⇢̄. Equivalently, the optimal control
problem can be expressed as a functional minimization
of the form where the functional F might also include
constraints introduced via Lagrange multipliers �

ı

, and
its minimum is obtained by some control field �̄(t) that
drives the system from ⇢0 to ⇢̄. The solution of the prob-
lem is given by one (not necessary unique) optimal �̄(t),
that identifies a final state ⇢

f

such that d(⇢
f

, ⇢̄) < ✏ in
some norm.

We now recall the definition of the information content
of the control pulse and show that this quantity can be
related to the complexity of the optimal control problem.
The information carried by the control pulse �(t) is given
by the classical channel capacity C times the total time
T . In the simple case of a noiseless channel, the channel
capacity is given by Hartley’s law

b
�

= T �⌦
S

(3)

where �⌦ is the bandwidth and 
S

= log(1+�
max

/��) is
the bit depth of the control pulse �(t) and T the pulse du-
ration [11]. Note that given an uniform sampling rate of
the signal �t, T �⌦ = T/�t = n

s

where n
s

is the number
of sampling points of the signal or in case of a bang-bang
control, n

s

gives the minimal the number of independent
controls. Any optimization method of choice depends on
these n

s

variables, i.e. n
s

defines the dimension of the
input of the minimization problem. We thus define the
complexity of the quantum optimal control problem as
follows:

Definition Given an Hamiltonian of the form of Eq.(2),
a reference initial state ⇢0 and any possible goal state in
the set reachable states W, the complexity of the quan-
tum optimal control problem is defined by the scaling
of the optimal control field minimal number of indepen-
dent degrees of freedom n

s

with the size of the space
DW , necessary to achieve the desired transformation up
to precision ".

From now on we consider the physical situations where
the control is performed in some finite time t 2 [0, T ],
with bounded control field and bounded Hamiltonians,
e.g. ||H

D

|| = ||H
C

|| = 1 and �(t) 2 [0 : 1] 8t. The
aforementioned physical constraints, naturally introduce
a new class of interesting states, that we define as follows:

Definition The set of time-polynomial reachable states
W+ ✓ W is the set of states that can be reached with
precision " in polynomial time (with finite energy) as a
function of the set size DW+(N).

This is the class of interesting states from the point of
view of optimal control, as if a state that can be reached
only in exponential time there is no need of optimal con-
trol at all: in exponential time any reachable state is
reached also with a constant Hamiltonian. Similarly to
standard definitions, we define a time-polynomial reach-
able system if all states can be reached (with precision
") in polynomial time by means of at least one path, i.e.
DW+ = DW and time-polynomially controllable systems
if W+ is equal to the whole Hilbert space. Notice that if
the bound on the strength of the control �

max

is relaxed
we have DW+ = DW .
Given the above definitions, we can state the following

theorem:

Theorem .1 The complexity of a quantum optimal con-
trol problem in W+ up to precision " is polynomial in
the size of the manifold of the time-polynomial reachable
states DW+ .

Proof We first prove that the complexity is bounded
from below byDW+ and then that is bounded from above
by a polynomial function of ·DW+ .
Lower bound: We divide the complete set of time-
polynomial reachable states W+ in spheres of size "DW+ ,
one of which identifies the set of states that live around
the state ⇢̄ within a radius ". The number of "-balls
necessary to cover the whole set W+ is "�DW+ . The in-
formation content of the optimal control field must be at
least su�cient to specify the "-sphere that contains the
goal state, that is

b�
S

= log "�DW+ . (4)

Thus, the number of bits of information given by Eq.(3)
and Eq.(4) has to be at least equal, i.e. b

�

� b�
S

, resulting
in

" � 2
�T �⌦S

DW+ . (5)

Setting a maximal precision (e.g. machine precision) ex-
pressed in bits 

"

= � log2 " we obtain n
s


s

/DW+ = 
"

.
Finally, imposing 

"

= 
s

we obtain

n
s

� DW+ . (6)

Upper bound: The goal state belongs to the set of time-
polynomial states ⇢̄ 2 W+, thus a path of finite length
L that connects the initial and goal states in polynomial
time exists. The maximum of (non-redundant) informa-
tion that provides the solution to the problem is the in-
formation needed to describe the complete path. Setting
the desired precision " this is equal to log "�DW+ bit of
information for each "-ball needed to cover the path. The
total number of "-ball needed to cover the path n

"

is given
by

n
"

= L/"  Tv
max

/" = Poly(DW+)v
max

/" (7)
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for a collection of qudits N = dn. Given a goal state ⇢̄ the
problem to be solved is to find a control pulse �̄(t) that
drives the system from a reference state ⇢0 within an ✏-
ball of the goal state ⇢̄. Equivalently, the optimal control
problem can be expressed as a functional minimization
of the form where the functional F might also include
constraints introduced via Lagrange multipliers �
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, and
its minimum is obtained by some control field �̄(t) that
drives the system from ⇢0 to ⇢̄. The solution of the prob-
lem is given by one (not necessary unique) optimal �̄(t),
that identifies a final state ⇢
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such that d(⇢
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, ⇢̄) < ✏ in
some norm.

We now recall the definition of the information content
of the control pulse and show that this quantity can be
related to the complexity of the optimal control problem.
The information carried by the control pulse �(t) is given
by the classical channel capacity C times the total time
T . In the simple case of a noiseless channel, the channel
capacity is given by Hartley’s law
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ration [11]. Note that given an uniform sampling rate of
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where n
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is the number
of sampling points of the signal or in case of a bang-bang
control, n
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gives the minimal the number of independent
controls. Any optimization method of choice depends on
these n
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variables, i.e. n
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defines the dimension of the
input of the minimization problem. We thus define the
complexity of the quantum optimal control problem as
follows:

Definition Given an Hamiltonian of the form of Eq.(2),
a reference initial state ⇢0 and any possible goal state in
the set reachable states W, the complexity of the quan-
tum optimal control problem is defined by the scaling
of the optimal control field minimal number of indepen-
dent degrees of freedom n
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with the size of the space
DW , necessary to achieve the desired transformation up
to precision ".

From now on we consider the physical situations where
the control is performed in some finite time t 2 [0, T ],
with bounded control field and bounded Hamiltonians,
e.g. ||H

D

|| = ||H
C

|| = 1 and �(t) 2 [0 : 1] 8t. The
aforementioned physical constraints, naturally introduce
a new class of interesting states, that we define as follows:

Definition The set of time-polynomial reachable states
W+ ✓ W is the set of states that can be reached with
precision " in polynomial time (with finite energy) as a
function of the set size DW+(N).

This is the class of interesting states from the point of
view of optimal control, as if a state that can be reached
only in exponential time there is no need of optimal con-
trol at all: in exponential time any reachable state is
reached also with a constant Hamiltonian. Similarly to
standard definitions, we define a time-polynomial reach-
able system if all states can be reached (with precision
") in polynomial time by means of at least one path, i.e.
DW+ = DW and time-polynomially controllable systems
if W+ is equal to the whole Hilbert space. Notice that if
the bound on the strength of the control �

max

is relaxed
we have DW+ = DW .
Given the above definitions, we can state the following

theorem:

Theorem .1 The complexity of a quantum optimal con-
trol problem in W+ up to precision " is polynomial in
the size of the manifold of the time-polynomial reachable
states DW+ .

Proof We first prove that the complexity is bounded
from below byDW+ and then that is bounded from above
by a polynomial function of ·DW+ .
Lower bound: We divide the complete set of time-
polynomial reachable states W+ in spheres of size "DW+ ,
one of which identifies the set of states that live around
the state ⇢̄ within a radius ". The number of "-balls
necessary to cover the whole set W+ is "�DW+ . The in-
formation content of the optimal control field must be at
least su�cient to specify the "-sphere that contains the
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Setting a maximal precision (e.g. machine precision) ex-
pressed in bits 

"

= � log2 " we obtain n
s


s

/DW+ = 
"

.
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Upper bound: The goal state belongs to the set of time-
polynomial states ⇢̄ 2 W+, thus a path of finite length
L that connects the initial and goal states in polynomial
time exists. The maximum of (non-redundant) informa-
tion that provides the solution to the problem is the in-
formation needed to describe the complete path. Setting
the desired precision " this is equal to log "�DW+ bit of
information for each "-ball needed to cover the path. The
total number of "-ball needed to cover the path n
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is given
by

n
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= L/"  Tv
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/" = Poly(DW+)v
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/" (7)
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able system if all states can be reached (with precision
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if W+ is equal to the whole Hilbert space. Notice that if
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Given the above definitions, we can state the following
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Proof We first prove that the complexity is bounded
from below byDW+ and then that is bounded from above
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one of which identifies the set of states that live around
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time exists. The maximum of (non-redundant) informa-
tion that provides the solution to the problem is the in-
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complexity of the quantum optimal control problem as
follows:

Definition Given an Hamiltonian of the form of Eq.(2),
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tum optimal control problem is defined by the scaling
of the optimal control field minimal number of indepen-
dent degrees of freedom n
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the control is performed in some finite time t 2 [0, T ],
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Definition The set of time-polynomial reachable states
W+ ✓ W is the set of states that can be reached with
precision " in polynomial time (with finite energy) as a
function of the set size DW+(N).

This is the class of interesting states from the point of
view of optimal control, as if a state that can be reached
only in exponential time there is no need of optimal con-
trol at all: in exponential time any reachable state is
reached also with a constant Hamiltonian. Similarly to
standard definitions, we define a time-polynomial reach-
able system if all states can be reached (with precision
") in polynomial time by means of at least one path, i.e.
DW+ = DW and time-polynomially controllable systems
if W+ is equal to the whole Hilbert space. Notice that if
the bound on the strength of the control �
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Given the above definitions, we can state the following

theorem:

Theorem .1 The complexity of a quantum optimal con-
trol problem in W+ up to precision " is polynomial in
the size of the manifold of the time-polynomial reachable
states DW+ .

Proof We first prove that the complexity is bounded
from below byDW+ and then that is bounded from above
by a polynomial function of ·DW+ .
Lower bound: We divide the complete set of time-
polynomial reachable states W+ in spheres of size "DW+ ,
one of which identifies the set of states that live around
the state ⇢̄ within a radius ". The number of "-balls
necessary to cover the whole set W+ is "�DW+ . The in-
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least su�cient to specify the "-sphere that contains the
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L that connects the initial and goal states in polynomial
time exists. The maximum of (non-redundant) informa-
tion that provides the solution to the problem is the in-
formation needed to describe the complete path. Setting
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function of the set size DW+(N).
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view of optimal control, as if a state that can be reached
only in exponential time there is no need of optimal con-
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reached also with a constant Hamiltonian. Similarly to
standard definitions, we define a time-polynomial reach-
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DW+ = DW and time-polynomially controllable systems
if W+ is equal to the whole Hilbert space. Notice that if
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Given the above definitions, we can state the following
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the size of the manifold of the time-polynomial reachable
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Proof We first prove that the complexity is bounded
from below byDW+ and then that is bounded from above
by a polynomial function of ·DW+ .
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tion that provides the solution to the problem is the in-
formation needed to describe the complete path. Setting
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PACS numbers:

Quantum optimal control lies at the heart of the
modern quantum revolution, as it allows to develop
novel quantum protocols, to improve their performances,
and in many cases to match the stringent requirements
needed to develop quantum technologies [1]. After
decades of successful applications to few-body quantum
systems, along with the increased experimental capabil-
ities developed in recent years, problems of increasing
complexity have been explored and recently a lot of at-
tention has been devoted to the application of optimal
control to many-body quantum dynamics. Optimal con-
trol has been applied to the information processing in
quantum wires [2], the crossing of quantum phase transi-
tions [3], the generation of many-body squeezed or entan-
gled states [4], chaotic dynamics [5], unitary transforma-
tions [? ]. Recent studies have been devoted also to the
understanding of the fundamental limits of optimal con-
trol in terms of energy-time relations (time-optimal) [? ]
and its robustness against perturbations [6].

These exciting development calls for an accurate the-
oretical understanding of the complexity of this class of
optimal control problems as a function of the system size
as, due to the exponential growth of the Hilbert space
with the number of constituents, finding their exact so-
lution is in general highly ine�cient. Indeed, the algo-
rithmic complexity of exact time-optimal problems can
be super exponential (see e.g. [? ]). However, in any
practical applications, some finite error is present and
thus a finite precision (both in the functional to be min-
imized and on the total time of the transformation) is
introduced. The smoothed complexity analysis has been
introduced a few years ago to cope with this situation [?
]. Recently a lot of attention has been devoted to it as
it can be drastically di↵erent from the algorithmic com-
plexity: it has been shown that for important problems,
the algorithmic complexity defined by the worst case is
practically irrelevant as it corresponds only to ideal sit-
uations that is never found in practice. A paradigmatic

case is that of the Simplex algorithm applied to linear
programming problems: it is characterized by an expo-
nential algorithmic complexity in the dimension of the
searched space, however the smoothed complexity is only
polynomial, that is, the worst case disappears in presence
of perturbations [? ].
In this paper, we perform an information theoretical

analysis providing a counting argument to bound the
size of the space to be searched to solve optimal control
problems defined over the set of time-polynomially reach-
able states. We explore the implications of this theorem
in terms of smoothed complexity, defining the classes of
problems that can be e�ciently solved, the e↵ects of noise
and of entanglement present during the system dynam-
ics. We also provide an information-time bound, relating
the bandwidth of the control field with the minimal time
necessary to achieve the optimal transformation.
A quantum optimal control problem can be stated as

follows: given a dynamical equation

⇢̇ = L(⇢, �(t)); (1)

with boundary condition ⇢(t = 0) = ⇢0 where ⇢ is the
density matrix describing a quantum system defined on
an Hilbert space H = CN , and L the Liouvillian operator
with the unitary part generated by an Hamiltonian

H = H
D

+ �(t)H
C

(2)

where �(t) is a time-dependent control field; and H
D

and
H

C

the drift and control Hamiltonian respectively. For
simplicity here we consider the case where only a single
control field is present (the generalization is straightfor-
ward) and from now on we work in adimensional units.
From now on we focus on finite-size Hilbert space of
dimension N , as any quantum system with limited en-
ergy and limited in space is e↵ectively finite-dimensional.
Eq.(1) generates a set of states depending on the con-
trol field �(t): we define W the set of reachable states
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(the manifold that can be generated for every �(t)) and
DW(N) its dimension [? ]. If the system is controllable
–i.e. the operators H

D

, H
C

generate the complete dy-
namical Lie algebra– then DW the manifold that can be
generated is the complete space of density matrix opera-
tors DW = N2 for an N�dimensional Hilbert space, e.g.
for a collection of qudits N = dn. Given a goal state ⇢̄ the
problem to be solved is to find a control pulse �̄(t) that
drives the system from a reference state ⇢0 within an ✏-
ball of the goal state ⇢̄. Equivalently, the optimal control
problem can be expressed as a functional minimization
of the form where the functional F might also include
constraints introduced via Lagrange multipliers �

ı

, and
its minimum is obtained by some control field �̄(t) that
drives the system from ⇢0 to ⇢̄. The solution of the prob-
lem is given by one (not necessary unique) optimal �̄(t),
that identifies a final state ⇢

f

such that d(⇢
f

, ⇢̄) < ✏ in
some norm.

We now recall the definition of the information content
of the control pulse and show that this quantity can be
related to the complexity of the optimal control problem.
The information carried by the control pulse �(t) is given
by the classical channel capacity C times the total time
T . In the simple case of a noiseless channel, the channel
capacity is given by Hartley’s law

b
�

= T �⌦
S

(3)

where �⌦ is the bandwidth and 
S

= log(1+�
max

/��) is
the bit depth of the control pulse �(t) and T the pulse du-
ration [? ]. Note that given an uniform sampling rate of
the signal �t, T �⌦ = T/�t = n

s

where n
s

is the number
of sampling points of the signal or in case of a bang-bang
control, n

s

gives the minimal the number of independent
controls. Any optimization method of choice depends on
these n

s

variables, i.e. n
s

defines the dimension of the
input of the minimization problem. We thus define the
complexity of the quantum optimal control problem as
follows:

Definition Given an Hamiltonian of the form of Eq.(2),
a reference initial state ⇢0 and any possible goal state in
the set reachable states W, the complexity of the quan-
tum optimal control problem is defined by the scaling
of the optimal control field minimal number of indepen-
dent degrees of freedom n

s

with the size of the space
DW , necessary to achieve the desired transformation up
to precision ".

From now on we consider the physical situations where
the control is performed in some finite time t 2 [0, T ],
with bounded control field and bounded Hamiltonians,
e.g. ||H

D

|| = ||H
C

|| = 1 and �(t) 2 [0 : 1] 8t. The
aforementioned physical constraints, naturally introduce
a new class of interesting states, that we define as follows:

Definition The set of time-polynomial reachable states
W+ ✓ W is the set of states that can be reached with
precision " in polynomial time (with finite energy) as a
function of the set size DW+(N).

This is the class of interesting states from the point of
view of optimal control, as if a state that can be reached
only in exponential time there is no need of optimal con-
trol at all: in exponential time any reachable state is
reached also with a constant Hamiltonian. Similarly to
standard definitions, we define a time-polynomial reach-
able system if all states can be reached (with precision
") in polynomial time by means of at least one path, i.e.
DW+ = DW and time-polynomially controllable systems
if W+ is equal to the whole Hilbert space. Notice that if
the bound on the strength of the control �

max

is relaxed
we have DW+ = DW .
Given the above definitions, we can state the following

theorem:

Theorem .1 The complexity of a quantum optimal con-
trol problem in W+ up to precision " is polynomial in
the size of the manifold of the time-polynomial reachable
states DW+ .

Proof We first prove that the complexity is bounded
from below byDW+ and then that is bounded from above
by a polynomial function of ·DW+ .
Lower bound: We divide the complete set of time-
polynomial reachable states W+ in spheres of size "DW+ ,
one of which identifies the set of states that live around
the state ⇢̄ within a radius ". The number of "-balls
necessary to cover the whole set W+ is "�DW+ . The in-
formation content of the optimal control field must be at
least su�cient to specify the "-sphere that contains the
goal state, that is

b�
S

= log "�DW+ . (4)

Thus, the number of bits of information given by Eq.(3)
and Eq.(4) has to be at least equal, i.e. b

�

� b�
S

, resulting
in

" � 2
�T �⌦S

DW+ . (5)

Setting a maximal precision (e.g. machine precision) ex-
pressed in bits 

"

= � log2 " we obtain n
s


s

/DW+ = 
"

.
Finally, imposing 

"

= 
s

we obtain

n
s

� DW+ . (6)

Upper bound: The goal state belongs to the set of time-
polynomial states ⇢̄ 2 W+, thus a path of finite length
L that connects the initial and goal states in polynomial
time exists. The maximum of (non-redundant) informa-
tion that provides the solution to the problem is the in-
formation needed to describe the complete path. Setting
the desired precision " this is equal to log "�DW+ bit of
information for each "-ball needed to cover the path. The
total number of "-ball needed to cover the path n

"

is given
by

n
"

= L/"  Tv
max

/" = Poly(DW+)v
max

/" (7)

Minimal needed bits:

� � 2�
�ns

D ns � D

�(t)

�t t

��

ns = Poly(DW+)Similar arguments lead to a !
polynomial upper bound…



CRAB smoothed complexity

The simplex algorithm minimize the cost function

F (ns) = F (Poly(DW+(N)))

its smoothed complexity is polynomial in DW+

) Integrable and TN-simulatable  dynamics can be 
efficiently controllable.

) General non-Integrable systems are exponentially difficult 
to control. 



Optimal control complexity

✤ t-DMRG allows to simulate dynamics of many-body quantum 
systems that can be described efficiently by a MPS state.!

✤ A time-dependent MPS lives in a space which is Poly(n) T, thus the 
optimal control problem dimension is at most polynomial in n. !

✤ Slightly entangled dynamics can be efficiently represented via MPS, 
thus can be also controlled.!

✤ In general, what can be simulated/represented efficiently can also be 
optimally controlled!  



Time bounds 
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in [9]. On the contrary, as said before, highly entangled
dynamics of non integrable systems, for which it does not
exists an e�cient representation as S / n are exponen-
tially di�cult to control. In conclusion, the complexity
of the control problem depends on the dimension of the
manifold over which the dynamics takes place. This can
be simply understood by a simple example provided by
the extreme case where the dynamics over which the con-
trol problem is defined is restricted to the space of two
eigenstates of a complex many-body hamiltonian, each of
them highly entangled w.r.t some local bases. In the case
where one has access to a direct coupling between them,
the complexity of the optimal control problem is not
more than that of a simple Landau-zener process (inde-
pendently from the entanglement present in the system)
as the manifold is e↵ectively two-dimensional. However,
this is not generally the case, as one has usually access
to some local couplings, and the dynamic of the system
is not any more restricted to two states. In the case of
non integrable system, a generic couple of initial and goal
states projects on exponentially many basis states inde-
pendently of the chosen basis, while for integrable states
it exists a base where the states have a simple represen-
tation. Thus, the minimal amount of information needed
to solve the quantum optimal control problem is expo-
nential and polynomial respectively. In between, there
is the class of TN-e�ciently representable dynamics, for
which we know how to build an e�cient representation
and correspondingly we know how to e�ciently solve the
optimal control problem.

Time bounds - Manipulating Eq. (5) applied to the
whole set of reachable states W we achieve a bound for
the minimal time needed to achieve the desired transfor-
mation as a function of the control bandwidth:

Lemma .6 The minimal time needed to reach a given
final state in DW with precision " at finite bandwidth is

T � DW
�⌦

S

log(1/") (10)

or again, under the assumption that 
"

= 
s

:

T � DW
�⌦

. (11)

Notice that the previous Lemma is a continuous ver-
sion of the Solomon-Kitaev theorem: it provides an esti-
mate of the minimal time needed to perform an optimal
process given a finite band-width. Notice also that the
bandwidth provides the average bit rate per second, thus
this results coincides with the intuitive expectation that
the minimal time needed to perform an optimal quan-
tum process is the time necessary to “inform” the sys-
tem about the goal state given that the control field that
transmit this information from the controller to the sys-
tem has only a finite bit transmission rate.

We recall that there is a time-energy bound, known as
quantum speed limit that in its general form is

T
QSL

� d(⇢0, ⇢G)

⇤
, (12)

where d(·, ·) is the distance and ⇤ =
R
T

0 ||L||
p

dt/T with
|| · ||

p

the p-norm [15]. The best e�cient process satu-
rates both bounds, that implies �⌦ / DW ; thus to ob-
tain the time-optimal controlled process the bandwidth
of the signal should scale as the dimension of the space
W, requiring exponential higher frequencies for non inte-
grable many-body quantum systems and thus practically
preventing its physical realization.
Noise - Notice that in presence of noise, Eq. (3) has

to be modified accordingly. For example, in presence of
gaussian white noise, the channel capacity according to
Shannon-Hartley theorem is k

S

= log(1 + S/N), where
S/N is the signal to noise power ratio [11]. Thus, follow-
ing the same steps as before we obtain that

" � (1 + S/N)�
ns

DW , (13)

and similarly

T � DW
�⌦

log(1/")

log(1 + S/N)
. (14)

For small noise to signal ratio (N/S ⌧ 1), the previous
bound results in " & (N/S)ns/DW which together with
the fact that n

s

has to be a polynomial function of DW+

show that the control problem is in general exponential
sensitive to the problem dimension. However, if one sat-
urates the lower bound on the complexity of the optimal
field, i.e. n

s

= DW , the sensitivity to Gaussian white
noise become linear in the noise to signal ratio. That is,
the e↵ects of the noise on the optimal transformation are
negligible if the noise level is below the error N/S . ".
As imposing to the optimal transformation to be more
precise that the error on the control signal is somehow
unnatural, this relation demonstrate that optimal con-
trol transformation are in general robust with respect
to noise, as recently observed in literature [17? ]. At
the same time, for " . N/S this results agrees with the
scaling for exact optimal transformations recently found
in [18].
Control of unitaries - The aforementioned statements

also hold for the generation of unitaries as the di↵eren-
tial equation governing the evolution of the time evolu-
tion operator ı~U̇(t) = H(t)U(t) is formally equivalent
to Eq. (1) replacing the density matrix with the time
evolution operator, the reference state with the identity
and the goal state with goal unitary to be generated.
Observability - As any controllable system is also ob-

servable by a coherent controller [21], the previous defi-
nitions and results can be straightforward applied to the
complexity of observing a many-body quantum system
with precision ".
In conclusion, we have shown that if one allows a finite

error (both in the goal state and in time) as it typically
occurs in any practical application of optimal control,
what can be e�ciently simulated can also be optimally
controlled and that the optimal solution is in general ro-
bust with respect to perturbation on the control field.
Notice that the presented results are (expect of Lemma
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DW(N) its dimension [? ]. If the system is controllable
–i.e. the operators H
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generate the complete dy-
namical Lie algebra– then DW the manifold that can be
generated is the complete space of density matrix opera-
tors DW = N2 for an N�dimensional Hilbert space, e.g.
for a collection of qudits N = dn. Given a goal state ⇢̄ the
problem to be solved is to find a control pulse �̄(t) that
drives the system from a reference state ⇢0 within an ✏-
ball of the goal state ⇢̄. Equivalently, the optimal control
problem can be expressed as a functional minimization
of the form where the functional F might also include
constraints introduced via Lagrange multipliers �
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, and
its minimum is obtained by some control field �̄(t) that
drives the system from ⇢0 to ⇢̄. The solution of the prob-
lem is given by one (not necessary unique) optimal �̄(t),
that identifies a final state ⇢
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such that d(⇢
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some norm.

We now recall the definition of the information content
of the control pulse and show that this quantity can be
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The information carried by the control pulse �(t) is given
by the classical channel capacity C times the total time
T . In the simple case of a noiseless channel, the channel
capacity is given by Hartley’s law
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of the optimal control field minimal number of indepen-
dent degrees of freedom n

s

with the size of the space
DW , necessary to achieve the desired transformation up
to precision ".

From now on we consider the physical situations where
the control is performed in some finite time t 2 [0, T ],
with bounded control field and bounded Hamiltonians,
e.g. ||H

D

|| = ||H
C

|| = 1 and �(t) 2 [0 : 1] 8t. The
aforementioned physical constraints, naturally introduce
a new class of interesting states, that we define as follows:

Definition The set of time-polynomial reachable states
W+ ✓ W is the set of states that can be reached with
precision " in polynomial time (with finite energy) as a
function of the set size DW+(N).

This is the class of interesting states from the point of
view of optimal control, as if a state that can be reached
only in exponential time there is no need of optimal con-
trol at all: in exponential time any reachable state is
reached also with a constant Hamiltonian. Similarly to
standard definitions, we define a time-polynomial reach-
able system if all states can be reached (with precision
") in polynomial time by means of at least one path, i.e.
DW+ = DW and time-polynomially controllable systems
if W+ is equal to the whole Hilbert space. Notice that if
the bound on the strength of the control �

max

is relaxed
we have DW+ = DW .
Given the above definitions, we can state the following

theorem:

Theorem .1 The complexity of a quantum optimal con-
trol problem in W+ up to precision " is polynomial in
the size of the manifold of the time-polynomial reachable
states DW+ .

Proof We first prove that the complexity is bounded
from below byDW+ and then that is bounded from above
by a polynomial function of ·DW+ .
Lower bound: We divide the complete set of time-
polynomial reachable states W+ in spheres of size "DW+ ,
one of which identifies the set of states that live around
the state ⇢̄ within a radius ". The number of "-balls
necessary to cover the whole set W+ is "�DW+ . The in-
formation content of the optimal control field must be at
least su�cient to specify the "-sphere that contains the
goal state, that is

b�
S

= log "�DW+ . (4)

Thus, the number of bits of information given by Eq.(3)
and Eq.(4) has to be at least equal, i.e. b

�

� b�
S

, resulting
in

" � 2
�T �⌦S

DW+ . (5)

Setting a maximal precision (e.g. machine precision) ex-
pressed in bits 

"

= � log2 " we obtain n
s


s

/DW+ = 
"

.
Finally, imposing 

"

= 
s

we obtain

n
s

� DW+ . (6)

Upper bound: The goal state belongs to the set of time-
polynomial states ⇢̄ 2 W+, thus a path of finite length
L that connects the initial and goal states in polynomial
time exists. The maximum of (non-redundant) informa-
tion that provides the solution to the problem is the in-
formation needed to describe the complete path. Setting
the desired precision " this is equal to log "�DW+ bit of
information for each "-ball needed to cover the path. The
total number of "-ball needed to cover the path n

"

is given
by

n
"

= L/"  Tv
max

/" = Poly(DW+)v
max

/" (7)

Lower bound:

) )
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in [9]. On the contrary, as said before, highly entangled
dynamics of non integrable systems, for which it does not
exists an e�cient representation as S / n are exponen-
tially di�cult to control. In conclusion, the complexity
of the control problem depends on the dimension of the
manifold over which the dynamics takes place. This can
be simply understood by a simple example provided by
the extreme case where the dynamics over which the con-
trol problem is defined is restricted to the space of two
eigenstates of a complex many-body hamiltonian, each of
them highly entangled w.r.t some local bases. In the case
where one has access to a direct coupling between them,
the complexity of the optimal control problem is not
more than that of a simple Landau-zener process (inde-
pendently from the entanglement present in the system)
as the manifold is e↵ectively two-dimensional. However,
this is not generally the case, as one has usually access
to some local couplings, and the dynamic of the system
is not any more restricted to two states. In the case of
non integrable system, a generic couple of initial and goal
states projects on exponentially many basis states inde-
pendently of the chosen basis, while for integrable states
it exists a base where the states have a simple represen-
tation. Thus, the minimal amount of information needed
to solve the quantum optimal control problem is expo-
nential and polynomial respectively. In between, there
is the class of TN-e�ciently representable dynamics, for
which we know how to build an e�cient representation
and correspondingly we know how to e�ciently solve the
optimal control problem.

Time bounds - Manipulating Eq. (5) applied to the
whole set of reachable states W we achieve a bound for
the minimal time needed to achieve the desired transfor-
mation as a function of the control bandwidth:

Lemma .6 The minimal time needed to reach a given
final state in DW with precision " at finite bandwidth is

T � DW
�⌦

S

log(1/") (10)

or again, under the assumption that 
"

= 
s

:

T � DW
�⌦

. (11)

Notice that the previous Lemma is a continuous ver-
sion of the Solomon-Kitaev theorem: it provides an esti-
mate of the minimal time needed to perform an optimal
process given a finite band-width. Notice also that the
bandwidth provides the average bit rate per second, thus
this results coincides with the intuitive expectation that
the minimal time needed to perform an optimal quan-
tum process is the time necessary to “inform” the sys-
tem about the goal state given that the control field that
transmit this information from the controller to the sys-
tem has only a finite bit transmission rate.

We recall that there is a time-energy bound, known as
quantum speed limit that in its general form is

T
QSL

� d(⇢0, ⇢G)

⇤
, (12)

where d(·, ·) is the distance and ⇤ =
R
T

0 ||L||
p

dt/T with
|| · ||

p

the p-norm [15]. The best e�cient process satu-
rates both bounds, that implies �⌦ / DW ; thus to ob-
tain the time-optimal controlled process the bandwidth
of the signal should scale as the dimension of the space
W, requiring exponential higher frequencies for non inte-
grable many-body quantum systems and thus practically
preventing its physical realization.
Noise - Notice that in presence of noise, Eq. (3) has

to be modified accordingly. For example, in presence of
gaussian white noise, the channel capacity according to
Shannon-Hartley theorem is k

S

= log(1 + S/N), where
S/N is the signal to noise power ratio [11]. Thus, follow-
ing the same steps as before we obtain that

" � (1 + S/N)�
ns

DW , (13)

and similarly

T � DW
�⌦

log(1/")

log(1 + S/N)
. (14)

For small noise to signal ratio (N/S ⌧ 1), the previous
bound results in " & (N/S)ns/DW which together with
the fact that n

s

has to be a polynomial function of DW+

show that the control problem is in general exponential
sensitive to the problem dimension. However, if one sat-
urates the lower bound on the complexity of the optimal
field, i.e. n

s

= DW , the sensitivity to Gaussian white
noise become linear in the noise to signal ratio. That is,
the e↵ects of the noise on the optimal transformation are
negligible if the noise level is below the error N/S . ".
As imposing to the optimal transformation to be more
precise that the error on the control signal is somehow
unnatural, this relation demonstrate that optimal con-
trol transformation are in general robust with respect
to noise, as recently observed in literature [17? ]. At
the same time, for " . N/S this results agrees with the
scaling for exact optimal transformations recently found
in [18].
Control of unitaries - The aforementioned statements

also hold for the generation of unitaries as the di↵eren-
tial equation governing the evolution of the time evolu-
tion operator ı~U̇(t) = H(t)U(t) is formally equivalent
to Eq. (1) replacing the density matrix with the time
evolution operator, the reference state with the identity
and the goal state with goal unitary to be generated.
Observability - As any controllable system is also ob-

servable by a coherent controller [21], the previous defi-
nitions and results can be straightforward applied to the
complexity of observing a many-body quantum system
with precision ".
In conclusion, we have shown that if one allows a finite

error (both in the goal state and in time) as it typically
occurs in any practical application of optimal control,
what can be e�ciently simulated can also be optimally
controlled and that the optimal solution is in general ro-
bust with respect to perturbation on the control field.
Notice that the presented results are (expect of Lemma

Continuos-time!
Solovay-Kitaev theorem
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DW(N) its dimension [? ]. If the system is controllable
–i.e. the operators H

D

, H
C

generate the complete dy-
namical Lie algebra– then DW the manifold that can be
generated is the complete space of density matrix opera-
tors DW = N2 for an N�dimensional Hilbert space, e.g.
for a collection of qudits N = dn. Given a goal state ⇢̄ the
problem to be solved is to find a control pulse �̄(t) that
drives the system from a reference state ⇢0 within an ✏-
ball of the goal state ⇢̄. Equivalently, the optimal control
problem can be expressed as a functional minimization
of the form where the functional F might also include
constraints introduced via Lagrange multipliers �

ı

, and
its minimum is obtained by some control field �̄(t) that
drives the system from ⇢0 to ⇢̄. The solution of the prob-
lem is given by one (not necessary unique) optimal �̄(t),
that identifies a final state ⇢

f

such that d(⇢
f

, ⇢̄) < ✏ in
some norm.

We now recall the definition of the information content
of the control pulse and show that this quantity can be
related to the complexity of the optimal control problem.
The information carried by the control pulse �(t) is given
by the classical channel capacity C times the total time
T . In the simple case of a noiseless channel, the channel
capacity is given by Hartley’s law

b
�

= T �⌦
S

(3)

where �⌦ is the bandwidth and 
S

= log(1+�
max

/��) is
the bit depth of the control pulse �(t) and T the pulse du-
ration [11]. Note that given an uniform sampling rate of
the signal �t, T �⌦ = T/�t = n

s

where n
s

is the number
of sampling points of the signal or in case of a bang-bang
control, n

s

gives the minimal the number of independent
controls. Any optimization method of choice depends on
these n

s

variables, i.e. n
s

defines the dimension of the
input of the minimization problem. We thus define the
complexity of the quantum optimal control problem as
follows:

Definition Given an Hamiltonian of the form of Eq.(2),
a reference initial state ⇢0 and any possible goal state in
the set reachable states W, the complexity of the quan-
tum optimal control problem is defined by the scaling
of the optimal control field minimal number of indepen-
dent degrees of freedom n

s

with the size of the space
DW , necessary to achieve the desired transformation up
to precision ".

From now on we consider the physical situations where
the control is performed in some finite time t 2 [0, T ],
with bounded control field and bounded Hamiltonians,
e.g. ||H

D

|| = ||H
C

|| = 1 and �(t) 2 [0 : 1] 8t. The
aforementioned physical constraints, naturally introduce
a new class of interesting states, that we define as follows:

Definition The set of time-polynomial reachable states
W+ ✓ W is the set of states that can be reached with
precision " in polynomial time (with finite energy) as a
function of the set size DW+(N).

This is the class of interesting states from the point of
view of optimal control, as if a state that can be reached
only in exponential time there is no need of optimal con-
trol at all: in exponential time any reachable state is
reached also with a constant Hamiltonian. Similarly to
standard definitions, we define a time-polynomial reach-
able system if all states can be reached (with precision
") in polynomial time by means of at least one path, i.e.
DW+ = DW and time-polynomially controllable systems
if W+ is equal to the whole Hilbert space. Notice that if
the bound on the strength of the control �

max

is relaxed
we have DW+ = DW .
Given the above definitions, we can state the following

theorem:

Theorem .1 The complexity of a quantum optimal con-
trol problem in W+ up to precision " is polynomial in
the size of the manifold of the time-polynomial reachable
states DW+ .

Proof We first prove that the complexity is bounded
from below byDW+ and then that is bounded from above
by a polynomial function of ·DW+ .
Lower bound: We divide the complete set of time-
polynomial reachable states W+ in spheres of size "DW+ ,
one of which identifies the set of states that live around
the state ⇢̄ within a radius ". The number of "-balls
necessary to cover the whole set W+ is "�DW+ . The in-
formation content of the optimal control field must be at
least su�cient to specify the "-sphere that contains the
goal state, that is

b�
S

= log "�DW+ . (4)

Thus, the number of bits of information given by Eq.(3)
and Eq.(4) has to be at least equal, i.e. b

�

� b�
S

, resulting
in

" � 2
�T �⌦S

DW+ . (5)

Setting a maximal precision (e.g. machine precision) ex-
pressed in bits 

"

= � log2 " we obtain n
s


s

/DW+ = 
"

.
Finally, imposing 

"

= 
s

we obtain

n
s

� DW+ . (6)

Upper bound: The goal state belongs to the set of time-
polynomial states ⇢̄ 2 W+, thus a path of finite length
L that connects the initial and goal states in polynomial
time exists. The maximum of (non-redundant) informa-
tion that provides the solution to the problem is the in-
formation needed to describe the complete path. Setting
the desired precision " this is equal to log "�DW+ bit of
information for each "-ball needed to cover the path. The
total number of "-ball needed to cover the path n

"

is given
by

n
"

= L/"  Tv
max

/" = Poly(DW+)v
max

/" (7)

�(t)

�t t

��

bits per unit time
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in [9]. On the contrary, as said before, highly entangled
dynamics of non integrable systems, for which it does not
exists an e�cient representation as S / n are exponen-
tially di�cult to control. In conclusion, the complexity
of the control problem depends on the dimension of the
manifold over which the dynamics takes place. This can
be simply understood by a simple example provided by
the extreme case where the dynamics over which the con-
trol problem is defined is restricted to the space of two
eigenstates of a complex many-body hamiltonian, each of
them highly entangled w.r.t some local bases. In the case
where one has access to a direct coupling between them,
the complexity of the optimal control problem is not
more than that of a simple Landau-zener process (inde-
pendently from the entanglement present in the system)
as the manifold is e↵ectively two-dimensional. However,
this is not generally the case, as one has usually access
to some local couplings, and the dynamic of the system
is not any more restricted to two states. In the case of
non integrable system, a generic couple of initial and goal
states projects on exponentially many basis states inde-
pendently of the chosen basis, while for integrable states
it exists a base where the states have a simple represen-
tation. Thus, the minimal amount of information needed
to solve the quantum optimal control problem is expo-
nential and polynomial respectively. In between, there
is the class of TN-e�ciently representable dynamics, for
which we know how to build an e�cient representation
and correspondingly we know how to e�ciently solve the
optimal control problem.

Time bounds - Manipulating Eq. (5) applied to the
whole set of reachable states W we achieve a bound for
the minimal time needed to achieve the desired transfor-
mation as a function of the control bandwidth:

Lemma .6 The minimal time needed to reach a given
final state in DW with precision " at finite bandwidth is

T � DW
�⌦

S

log(1/") (10)

or again, under the assumption that 
"

= 
s

:

T � DW
�⌦

. (11)

Notice that the previous Lemma is a continuous ver-
sion of the Solomon-Kitaev theorem: it provides an esti-
mate of the minimal time needed to perform an optimal
process given a finite band-width. Notice also that the
bandwidth provides the average bit rate per second, thus
this results coincides with the intuitive expectation that
the minimal time needed to perform an optimal quan-
tum process is the time necessary to “inform” the sys-
tem about the goal state given that the control field that
transmit this information from the controller to the sys-
tem has only a finite bit transmission rate.

We recall that there is a time-energy bound, known as
quantum speed limit that in its general form is

T
QSL

� d(⇢0, ⇢G)

⇤
, (12)

where d(·, ·) is the distance and ⇤ =
R
T

0 ||L||
p

dt/T with
|| · ||

p

the p-norm [15]. The best e�cient process satu-
rates both bounds, that implies �⌦ / DW ; thus to ob-
tain the time-optimal controlled process the bandwidth
of the signal should scale as the dimension of the space
W, requiring exponential higher frequencies for non inte-
grable many-body quantum systems and thus practically
preventing its physical realization.
Noise - Notice that in presence of noise, Eq. (3) has

to be modified accordingly. For example, in presence of
gaussian white noise, the channel capacity according to
Shannon-Hartley theorem is k

S

= log(1 + S/N), where
S/N is the signal to noise power ratio [11]. Thus, follow-
ing the same steps as before we obtain that

" � (1 + S/N)�
ns

DW , (13)

and similarly

T � DW
�⌦

log(1/")

log(1 + S/N)
. (14)

For small noise to signal ratio (N/S ⌧ 1), the previous
bound results in " & (N/S)ns/DW which together with
the fact that n

s

has to be a polynomial function of DW+

show that the control problem is in general exponential
sensitive to the problem dimension. However, if one sat-
urates the lower bound on the complexity of the optimal
field, i.e. n

s

= DW , the sensitivity to Gaussian white
noise become linear in the noise to signal ratio. That is,
the e↵ects of the noise on the optimal transformation are
negligible if the noise level is below the error N/S . ".
As imposing to the optimal transformation to be more
precise that the error on the control signal is somehow
unnatural, this relation demonstrate that optimal con-
trol transformation are in general robust with respect
to noise, as recently observed in literature [17? ]. At
the same time, for " . N/S this results agrees with the
scaling for exact optimal transformations recently found
in [18].
Control of unitaries - The aforementioned statements

also hold for the generation of unitaries as the di↵eren-
tial equation governing the evolution of the time evolu-
tion operator ı~U̇(t) = H(t)U(t) is formally equivalent
to Eq. (1) replacing the density matrix with the time
evolution operator, the reference state with the identity
and the goal state with goal unitary to be generated.
Observability - As any controllable system is also ob-

servable by a coherent controller [21], the previous defi-
nitions and results can be straightforward applied to the
complexity of observing a many-body quantum system
with precision ".
In conclusion, we have shown that if one allows a finite

error (both in the goal state and in time) as it typically
occurs in any practical application of optimal control,
what can be e�ciently simulated can also be optimally
controlled and that the optimal solution is in general ro-
bust with respect to perturbation on the control field.
Notice that the presented results are (expect of Lemma

Shannon-Hartley theorem)

4

in [9]. On the contrary, as said before, highly entangled
dynamics of non integrable systems, for which it does not
exists an e�cient representation as S / n are exponen-
tially di�cult to control. In conclusion, the complexity
of the control problem depends on the dimension of the
manifold over which the dynamics takes place. This can
be simply understood by a simple example provided by
the extreme case where the dynamics over which the con-
trol problem is defined is restricted to the space of two
eigenstates of a complex many-body hamiltonian, each of
them highly entangled w.r.t some local bases. In the case
where one has access to a direct coupling between them,
the complexity of the optimal control problem is not
more than that of a simple Landau-zener process (inde-
pendently from the entanglement present in the system)
as the manifold is e↵ectively two-dimensional. However,
this is not generally the case, as one has usually access
to some local couplings, and the dynamic of the system
is not any more restricted to two states. In the case of
non integrable system, a generic couple of initial and goal
states projects on exponentially many basis states inde-
pendently of the chosen basis, while for integrable states
it exists a base where the states have a simple represen-
tation. Thus, the minimal amount of information needed
to solve the quantum optimal control problem is expo-
nential and polynomial respectively. In between, there
is the class of TN-e�ciently representable dynamics, for
which we know how to build an e�cient representation
and correspondingly we know how to e�ciently solve the
optimal control problem.

Time bounds - Manipulating Eq. (5) applied to the
whole set of reachable states W we achieve a bound for
the minimal time needed to achieve the desired transfor-
mation as a function of the control bandwidth:

Lemma .6 The minimal time needed to reach a given
final state in DW with precision " at finite bandwidth is

T � DW
�⌦

S

log(1/") (10)

or again, under the assumption that 
"

= 
s

:

T � DW
�⌦

. (11)

Notice that the previous Lemma is a continuous ver-
sion of the Solomon-Kitaev theorem: it provides an esti-
mate of the minimal time needed to perform an optimal
process given a finite band-width. Notice also that the
bandwidth provides the average bit rate per second, thus
this results coincides with the intuitive expectation that
the minimal time needed to perform an optimal quan-
tum process is the time necessary to “inform” the sys-
tem about the goal state given that the control field that
transmit this information from the controller to the sys-
tem has only a finite bit transmission rate.

We recall that there is a time-energy bound, known as
quantum speed limit that in its general form is

T
QSL

� d(⇢0, ⇢G)

⇤
, (12)

where d(·, ·) is the distance and ⇤ =
R
T

0 ||L||
p

dt/T with
|| · ||

p

the p-norm [15]. The best e�cient process satu-
rates both bounds, that implies �⌦ / DW ; thus to ob-
tain the time-optimal controlled process the bandwidth
of the signal should scale as the dimension of the space
W, requiring exponential higher frequencies for non inte-
grable many-body quantum systems and thus practically
preventing its physical realization.
Noise - Notice that in presence of noise, Eq. (3) has

to be modified accordingly. For example, in presence of
gaussian white noise, the channel capacity according to
Shannon-Hartley theorem is k

S

= log(1 + S/N), where
S/N is the signal to noise power ratio [11]. Thus, follow-
ing the same steps as before we obtain that

" � (1 + S/N)�
ns

DW , (13)

and similarly

T � DW
�⌦

log(1/")

log(1 + S/N)
. (14)

For small noise to signal ratio (N/S ⌧ 1), the previous
bound results in " & (N/S)ns/DW which together with
the fact that n

s

has to be a polynomial function of DW+

show that the control problem is in general exponential
sensitive to the problem dimension. However, if one sat-
urates the lower bound on the complexity of the optimal
field, i.e. n

s

= DW , the sensitivity to Gaussian white
noise become linear in the noise to signal ratio. That is,
the e↵ects of the noise on the optimal transformation are
negligible if the noise level is below the error N/S . ".
As imposing to the optimal transformation to be more
precise that the error on the control signal is somehow
unnatural, this relation demonstrate that optimal con-
trol transformation are in general robust with respect
to noise, as recently observed in literature [17? ]. At
the same time, for " . N/S this results agrees with the
scaling for exact optimal transformations recently found
in [18].
Control of unitaries - The aforementioned statements

also hold for the generation of unitaries as the di↵eren-
tial equation governing the evolution of the time evolu-
tion operator ı~U̇(t) = H(t)U(t) is formally equivalent
to Eq. (1) replacing the density matrix with the time
evolution operator, the reference state with the identity
and the goal state with goal unitary to be generated.
Observability - As any controllable system is also ob-

servable by a coherent controller [21], the previous defi-
nitions and results can be straightforward applied to the
complexity of observing a many-body quantum system
with precision ".
In conclusion, we have shown that if one allows a finite

error (both in the goal state and in time) as it typically
occurs in any practical application of optimal control,
what can be e�ciently simulated can also be optimally
controlled and that the optimal solution is in general ro-
bust with respect to perturbation on the control field.
Notice that the presented results are (expect of Lemma
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in [9]. On the contrary, as said before, highly entangled
dynamics of non integrable systems, for which it does not
exists an e�cient representation as S / n are exponen-
tially di�cult to control. In conclusion, the complexity
of the control problem depends on the dimension of the
manifold over which the dynamics takes place. This can
be simply understood by a simple example provided by
the extreme case where the dynamics over which the con-
trol problem is defined is restricted to the space of two
eigenstates of a complex many-body hamiltonian, each of
them highly entangled w.r.t some local bases. In the case
where one has access to a direct coupling between them,
the complexity of the optimal control problem is not
more than that of a simple Landau-zener process (inde-
pendently from the entanglement present in the system)
as the manifold is e↵ectively two-dimensional. However,
this is not generally the case, as one has usually access
to some local couplings, and the dynamic of the system
is not any more restricted to two states. In the case of
non integrable system, a generic couple of initial and goal
states projects on exponentially many basis states inde-
pendently of the chosen basis, while for integrable states
it exists a base where the states have a simple represen-
tation. Thus, the minimal amount of information needed
to solve the quantum optimal control problem is expo-
nential and polynomial respectively. In between, there
is the class of TN-e�ciently representable dynamics, for
which we know how to build an e�cient representation
and correspondingly we know how to e�ciently solve the
optimal control problem.

Time bounds - Manipulating Eq. (5) applied to the
whole set of reachable states W we achieve a bound for
the minimal time needed to achieve the desired transfor-
mation as a function of the control bandwidth:

Lemma .6 The minimal time needed to reach a given
final state in DW with precision " at finite bandwidth is

T � DW
�⌦

S

log(1/") (10)

or again, under the assumption that 
"

= 
s

:

T � DW
�⌦

. (11)

Notice that the previous Lemma is a continuous ver-
sion of the Solomon-Kitaev theorem: it provides an esti-
mate of the minimal time needed to perform an optimal
process given a finite band-width. Notice also that the
bandwidth provides the average bit rate per second, thus
this results coincides with the intuitive expectation that
the minimal time needed to perform an optimal quan-
tum process is the time necessary to “inform” the sys-
tem about the goal state given that the control field that
transmit this information from the controller to the sys-
tem has only a finite bit transmission rate.

We recall that there is a time-energy bound, known as
quantum speed limit that in its general form is

T
QSL

� d(⇢0, ⇢G)

⇤
, (12)

where d(·, ·) is the distance and ⇤ =
R
T

0 ||L||
p

dt/T with
|| · ||

p

the p-norm [15]. The best e�cient process satu-
rates both bounds, that implies �⌦ / DW ; thus to ob-
tain the time-optimal controlled process the bandwidth
of the signal should scale as the dimension of the space
W, requiring exponential higher frequencies for non inte-
grable many-body quantum systems and thus practically
preventing its physical realization.
Noise - Notice that in presence of noise, Eq. (3) has

to be modified accordingly. For example, in presence of
gaussian white noise, the channel capacity according to
Shannon-Hartley theorem is k

S

= log(1 + S/N), where
S/N is the signal to noise power ratio [11]. Thus, follow-
ing the same steps as before we obtain that

" � (1 + S/N)�
ns

DW , (13)

and similarly

T � DW
�⌦

log(1/")

log(1 + S/N)
. (14)

For small noise to signal ratio (N/S ⌧ 1), the previous
bound results in " & (N/S)ns/DW which together with
the fact that n

s

has to be a polynomial function of DW+

show that the control problem is in general exponential
sensitive to the problem dimension. However, if one sat-
urates the lower bound on the complexity of the optimal
field, i.e. n

s

= DW , the sensitivity to Gaussian white
noise become linear in the noise to signal ratio. That is,
the e↵ects of the noise on the optimal transformation are
negligible if the noise level is below the error N/S . ".
As imposing to the optimal transformation to be more
precise that the error on the control signal is somehow
unnatural, this relation demonstrate that optimal con-
trol transformation are in general robust with respect
to noise, as recently observed in literature [17? ]. At
the same time, for " . N/S this results agrees with the
scaling for exact optimal transformations recently found
in [18].
Control of unitaries - The aforementioned statements

also hold for the generation of unitaries as the di↵eren-
tial equation governing the evolution of the time evolu-
tion operator ı~U̇(t) = H(t)U(t) is formally equivalent
to Eq. (1) replacing the density matrix with the time
evolution operator, the reference state with the identity
and the goal state with goal unitary to be generated.
Observability - As any controllable system is also ob-

servable by a coherent controller [21], the previous defi-
nitions and results can be straightforward applied to the
complexity of observing a many-body quantum system
with precision ".
In conclusion, we have shown that if one allows a finite

error (both in the goal state and in time) as it typically
occurs in any practical application of optimal control,
what can be e�ciently simulated can also be optimally
controlled and that the optimal solution is in general ro-
bust with respect to perturbation on the control field.
Notice that the presented results are (expect of Lemma

If ns = DW linearly sensitive to noise!
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quantum random walks (Mohseni et al., 2008). In contrast to
classical random walks, which we also know from the
Brownian motion, the position of the quantum “walker”
would not be a single random position but rather a superpo-
sition of positions.

The incorporation of interference effects in the theoreti-
cal reasoning led to further considerations concerning the
possible role of the protein environment (Rebentrost et al.,
2009; Olaya-Castro et al., 2008), since a close look at wave
physics reveals that coherence can be both beneficial and a
hindrance if the aim is to optimize the speed of transport. On
the one hand, the simultaneous wavelike sampling of many
parallel paths could possibly result in finding a faster way to
the final goal. But on the other hand the presence of an
irregular lattice of scattering centers (static disorder) may ac-
tually suppress wave transport because of destructive inter-
ference. This phenomenon, well known in solid state physics,
is called Anderson localization (Anderson, 1958). In that
case, thermal fluctuations of the protein environment might
therefore be crucial and help to avoid localization and thus
assist in the excitation transfer (Caruso et al., 2009). The
importance of protein dynamics in eliminating Anderson lo-
calization was actually already discussed in an earlier paper
by Balabin and Onuchic (2000), where multiple quantum
pathways and interference were proposed for the electron

transfer after the reduction in the special pair—instead of the
excitation transfer towards the special pair that is discussed
here.

The role of interference in transport phenomena can also
be visualized by recalling the analogy to an optical Mach–
Zehnder interferometer [as shown in Fig. 1(d)]: depending
on the setting of phases, wave interference can guide all ex-
citations to either one of the two exits. Quantum coherence
may then be the best way to channel the interfering quanta
to the desired output. But if the wave phases happened to
be initially set to destructive interference, quantum co-
herence would be a severe handicap. In this case, even ran-
dom dephasing processes would help optimize the transport
efficiency.

External perturbations may also be important for ener-
getic reasons: the electronic excitations have to be trans-
ferred between complexes of different energies. If the
molecular states were too well-defined, the lacking energy
overlap would reduce the transfer rate. External perturba-
tions may broaden the transition bands and thus increase the
coupling between neighboring molecules.

Recent experiments by Collini and Scholes (2009), how-
ever, hint also at another possible role of the protein environ-
ment. In their experiments they could show that coherent
electronic excitation transfer along conjugated polymer
chains occurs even at room temperature. These long-lasting
coherences (200 fs) could only be observed in intrachain but
not in interchain electronic excitation transfers.

All of the models described above bear in common that
they rely on quantum coherence and decoherence and that
they may be robust even under ambient environmental con-
ditions over short time scales. It is thus the fine interplay of
coherent exciton transfer, decoherence, and dephasing that
yields the best results and which seems to reign one of the
most important reactions in nature.

Conformational quantum superpositions
in biomolecules
Since atoms can exist in a superposition of position states,
this may also lead to a superposition of conformational states
in molecules. A tunneling-induced superposition of confor-
mation states is conceivable. It becomes, however, highly im-
probable when many atoms have to be shifted over large dis-
tances and across high potential wells during the state
change.

Photoisomerization is another way of inducing structural
state changes in molecules—now using photon exchange, in-
stead of tunneling. This opens the possibility to connect even
energetically separated states. The photo-induced all-trans-
13-cis transition of retinal is a famous example where a
single photon can cause a sizeable conformation change. But
much of the subsequent atom rearrangement occurs in in-
teractions with the thermal environment (Gai et al., 1998).
In spite of that, it was possible to gain coherent quantum
control in this process. Applying pulse-shaped femtosecond

Figure 4. The FMO complex is composed of three protein-
pigment structures. Each of them contains seven bacteriochlo-
rophyll-a molecules !Blankenship, 2002". Electronic excitation
transfer from the FMO complex to the reaction center is a key pro-
cess in the light-harvesting of green photosynthetic bacteria. Two-
dimensional Fourier transform spectroscopy !Engel et al., 2007" was
able to document long-lived excitonic coherences across neighbor-
ing molecules in this structure !picture credits: Tronrud et al., 2009".
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Entanglement Storage Units

Tommaso Caneva1, Tommaso Calarco1, and Simone Montangero1
1Institut für Quanteninformationsverarbeitung, Universität Ulm, D-89069 Ulm, Germany

(Dated: August 17, 2011)

We introduce a protocol to drive many body quantum systems into long-lived entangled states,
protected from decoherence by big energy gaps. With this approach it is possible to implement
scalable entanglement-storage units. We test the protocol in the Lipkin-Meshkov-Glick model, a
prototype many-body quantum system that describes different experimental setups.

PACS numbers:

Entanglement represents the manifestation of correla-
tions without a classical counterpart and it is regarded as
the necessary ingredient at the basis of the power of quan-
tum information processing. Indeed quantum informa-
tion applications as teleportation, quantum criptography
or quantum computers rely on entanglement as a crucial
resource [1]. Within the current state-of-art, promising
candidates for truly scalable quantum information pro-
cessors are considered architectures that interface hard-
ware components playing different roles like for exam-
ple solid-state systems as stationary qubits combined in
hybrid architectures with optical devices [3]. In this sce-
nario, the stationary qubits are a collection of engineered
qubits with desired properties, as decoupled as possible
from one another to prevent errors. However, this archi-
tecture is somehow unfavorable to the creation and the
conservation of entanglement. Indeed, it would be desir-
able to have a hardware where “naturally” entanglement
is present and that can be prepared in a highly entan-
gled state that persists without any external control: the
closest quantum entanglement analogue of a classical in-
formation memory support, i.e. an entanglement-storage
unit (ESU). Such hardware once prepared can be used
at later times (alone or with duplicates) – once the de-
sired kind of entanglement has been distilled – to perform
quantum information protocols [1].

The biggest challenge in the development of an ESU is
entanglement frailty: it is strongly affected by the detri-
mental presence of decoherence [1]. Furthermore the
search for a proper system to build an ESU is under-
mined by the increasing complexity of quantum systems
with a growing number of components, which makes en-
tanglement more frail, more difficult to characterize, to
create and to control [2]. Moreover, given a many body
quantum system, the search for a state with the desired
properties might be very difficult. Indeed, a direct and
comprehensive study of a many body quantum system
is an exponentially hard task in the system size. Nev-
ertheless, in many-body quantum systems entanglement
naturally arises: for example –when undergoing a quan-
tum phase transition – in proximity of a critical point the
amount of entanglement possessed by the ground state
scales with the size [2, 4]. Unfortunately, due to the clo-
sure of the energy gap at the critical point, the ground
state is an extremely frail state: even very little pertur-
bations might destroy it, inducing excitations towards

FIG. 1: (Color online) Entanglement Storage Units protocol:
a system is initially in a reference state |ψ(−T )⟩, e.g. the
ground state, and is optimally driven via a control field Γ(t)
in an entangled eigenstate |ψ(0)⟩, protected from decoherence
by an energy gap.

other states. Very recently, the entanglement properties
of the eigenstates of many-body Hamiltonians have been
investigated, and it has been shown that in some cases
they are characterized by entanglement growing with the
system size [5, 13].

In this letter we show that by means of recently devel-
oped optimal control technique [7] it is possible to iden-
tify and prepare a many body quantum system in robust,
long-lived entangled states (ESU states). More impor-
tantly, we drive the system towards ESU states without
the need of any apriori information on the system, either
about the eigenstates or about the energy spectrum. Fi-
nally, we show that properly prepared systems can be ef-
fectively used as ESU exploiting the fact that ESU states
are well protected by large energy gaps.

Recently, optimal control has been used to drive quan-
tum systems in entangled states or to improve the gen-
eration of entanglement [6]. However, here we have in
mind a different scenario: to exploit the control to steer
a system into a highly entangled state that is stable and
robust even after switching off the control (see Fig. 1). In
the following we show that ESU states are gap-protected
entangled eigenstates of the system Hamiltonian in the
absence of the control. Here we show that for an ex-
perimentally relevant model this is indeed possible, and
that it is possible to drive the system in gap-protected

Optimal experimental protocols

 

This is a very nice picture with few defects after the optimized ramp. 

Post selection 
Here describe the basics about our post selection process on an example image. For 
each repetition of our sequence we get a reconstructed occupancy matrix. In the 
picture, shown on the left, you can see the lattice sites indicated in blue and the 
reconstructed occupied latticed marked with a red dot. The cloud of atoms is fitted 
with an ellipse (blue line). The green points mark lattice sites which are inside this 
ellipse, including small rounding effects. 

We usually concentrate on the central region (grey shaded). The length of the tube is 
defined by the number of site inside the fitted ellipse, shown on  the  left.  This  doesn’t  
have to the same as the distance between the first and the last (shown on the right). 
The transvers could diameter is the maximum of the ellipse, transvers to the 
considered tubes. 

Tube A: 
Length: 16 
Distance between first and last atom: 17 
Atoms: 17 
Holes: 0 
Tube B: 
Length: 16 
Distance between first and last atom: 17 
Atoms: 15 
Holes: 2 
Tube C: 
Length: 16 
Distance between first and last atom: 17 
Atoms: 15 
Holes: 2 
 

Note that the tube between B&C has length of 16 but a distance between first and last 
atom of 19. It has 4 holes inside the ellipse and one more outside.  
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FIG. 2: (left) The trajectory of the spin magnetization (blue
curve) during the application of the CRAB ⇡ pulse. The
initials state is ms = 0 (red dashed arrow) and the target
state is ms = �1 (red solid arrow). The points have been
calculated using the Schrödinger equation. (right) After the
CRAB ⇡/2 the spin magnetization lays in the xy plane of the
lab frame, parallel to the x axis. Then it rotates around the
z with an angular velocity !L (Larmor frequency), acquiring
a phase � = e

i!Lt.

surement can be performed only after some time t

evol

=
100 ns. During this time the spin rotates in the xy plane
in the lab frame and acquires a phase ' = e

�i!Lt

evol (see
figure 2, right). The density matrix after t

evol

is then:

⇢

⇡/2

theory

=

✓
0.5 0.06� 0.5i

0.06 + 0.5i 0.5

◆

From the tomography we obtain:

⇢

⇡/2

exp

=

✓
0.43 0.08� 0.43i

0.08 + 0.43i 0.58

◆

The expected fidelities of the CRAB pulses are F⇡

theory

=

99.86 % and F

⇡/2

exp

= 95.45 %, whilst from the experiment

we obtain F

⇡

exp

= 99.3± 2.2 % and F

⇡/2

exp

= 95.9± 3.7 %.
All these values are calculated using eq. 2 with respect
to the corresponding target state. We find an excellent
agreement betweeen the theoretical prediction and the
experimental result. The discrepancy between the two
can be explained by deviation from the ideal pulse shape
due to the limited bandwidth of the MW amplifier.
The pulses we have developed in this study are important
not only for quantum information processing, but also for
most of the pulsed Nuclear Magnetic Resonance (NMR)
and Electron Spin Resonance (ESR). Although they were
not specifically developed as gates, but just to transfer
the spin from |m

s

= 0i to some desired state. Neverthe-
less they are very robust and can be used for magnetic
resonance as we show below. One of the most important
NMR (and ESR) pulse sequence consists of a single ⇡/2
pulse, where the spin magnetization is rotated from the
z-axis to the xy plane in the rotating frame. The spins
then precess and can be detected by the NMR detector
resulting in the Free Induction Decay (FID). The Fourier

transform of the latter provides the spectrum of the sam-
ple ([17], [18]). Since we drive the electron spin very fast
(⌦ = !

L

), we can performed this experiment both in the
lab and in the rotating frame.

FIG. 3: Free Induction Decays - experimental data. (top) FID
measured by using two CRAB ⇡/2 pulses. The inset shows the
first 160 ns of the signal (markers) and a the calculated fidelity
with respect the |0i state. (bottom) FID measured by using
a CRAB ⇡/2 pulse and a low power pulse with fixed phase
(blue curve) and increased phase (markers) for each point
(see text for more details). The lower frequency component
(⌫ ⇠ 1 MHz) is probably due to coupling to a distant 13C
nuclear spin.

All sequences begin with a laser pulse. In the first ex-
periment (figure 3 top) we start with a CRAB ⇡/2, which
rotates the spin magnetization around the x axis of the
lab frame. After a free evolution time ⌧ we apply an-
other CRAB ⇡/2 pulse to rotate the spin back to the z

axis and we then read out optically the spin state. The
signal oscillates with the Larmor Frequency !

L

(see also
figure 2, right). The next experiments are the same, but
the second pulse has much lower amplitude and the sys-
tem is e↵ectively in the rotating frame. If the phase of
the MW is � = 0, the phase acquired during the free evo-
lution period ⌧ increases and the signal again oscillates
with !

L

(figure 3 bottom, blue curve). However, if the
phase of the second pulse is � = e

i!Lt, than the phase in-
crement is compensated and it ”follows” the spin in the
xy plane. In this case the observed FID (figure 3 bot-
tom, black markers) is identical with the one measured
in the rotating frame. Thus we can on demand ”switch”
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Figure 1. Schematic of the Ramsey interferometric sequence. (a) Representation of the quasi-BEC subjected to
a fast displacement �(t) in the y-direction. (b) Trapping potential and e↵ective two-mode system. The anharmonicity in
the y-direction leads to a unique transition frequency between the ground state |0i and the lowest-lying excited state |1yi,
e↵ectively almost isolating the two-level system |0i - |1yi. The other states (dashed line) have higher energies. (c) Example of
an interferometric trajectory (blue dots) on the Bloch sphere representation of the two-level system. (1) is the first ⇡/2 pulse
that prepares a balanced coherent superposition. (2) is the phase accumulation time corresponding to a rotation around the
vertical axis. (3) is the second ⇡/2 and corresponds to a 90� counter-clockwise rotation around Jy. The red squares show the
15 points on which the second ⇡/2 pulse was optimised (see Supplementary Information).

grated along the longitudinal x-axis and concatenated to
follow the evolution of the transverse wavefunction over
time, as illustrated in Fig. 2(c).

After the control pulses, the density distributions ex-
hibit characteristic “beating” patterns arising from inter-
ferences between the di↵erent motional levels populated.
Comparing the time-dependent momentum distribution
to the GPE simulations allows us to extract the GPE
eigenstate populations. From this, we estimate the fi-
delity of the first ⇡/2 pulse as well as the output of the
full interferometric sequence. (see Supplementary Mate-
rial and [12])

The first ⇡/2 pulse (Fig. 2(a)) aims to create a bal-
anced superposition | 

target

i = 1p
2

(|0i+ ei�|1yi) of the

ground state |0i and first excited state |1yi with a rel-
ative phase � arbitrarily chosen to be zero. The cost
function to be minimised can be written in terms of the
overlap fidelity F :

J (1) = 1� F = 1�<
h
h 

target

| (T (1)

⇡/2)i
i
2

, (1)

where | (T (1)

⇡/2)i represents the state of the system at the

end of the first ⇡/2 pulse.
When designing the pulse, a trade-o↵ must be found

between fidelity and speed [14, 18]. We choose a pulse
with a theoretical fidelity of 98.6% for a pulse duration of
1.19ms. This duration is about twice the timescale set by
the single-particle level spacing ⌫�1

01

= h/E
01

= 0.55ms.
After creating a coherent superposition of |0i and |1yi,

the wavefunction is held in a static potential for an ad-
justable time t

hold

. The energy di↵erence between the
levels leads to an evolution of the relative phase. In a
simplified linear picture, this phase evolution corresponds
to a rotation of the state vector on the equatorial plane
of the Bloch sphere at a constant angular frequency given

by the energy di↵erence between the levels (see Fig. 1(c)).
In the trap, the inter-atomic interactions introduce a non-

Figure 2. Dynamics of the excitation and interference
patterns observed during and after the first ⇡/2 pulse.
(a) Optimised trap displacement �(t) along the y-direction
(red solid line) and simulation of the in-situ density. (b)
Simulated momentum distribution. (c) Measured momentum
distribution. The time-of-flight images were integrated along
the longitudinal x-direction and concatenated to show the
time evolution. (d) Fit to the momentum distribution from
which the populations p

0

and p

1

are extracted (see text).
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are extracted (see text).
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linearity in the system and the corresponding mean-field
energy gives a small additional contribution on top of
the single-particle energy splitting E

01

. For a balanced
superposition, one period of the oscillation of the rela-
tive phase is then T = 0.58ms, namely a 5% increase.
This phase accumulation time t

hold

is varied to observe
interferometric fringes in the Ramsey sequence (Fig. 3).

The second ⇡/2 pulse, contrary to the first one, does
not target a specific state starting from a known initial
state. It rather realises, in the simplified Bloch sphere
picture, a 90� rotation around the Jy-axis, as depicted
in Fig. 1(c). To optimise this pulse, the following cost
function was minimised:

J (2) = max
t
hold

(1� p
0

� p
1

)

+ |1�max
t
hold

(p
0

) + min
t
hold

(p
0

)|

+ |1�max
t
hold

(p
1

) + min
t
hold

(p
1

)| (2)

where p
0

(resp. p
1

) is the ground state (resp. first ex-
cited state) population at the end of the second pulse,
and the maximum is taken over Nh = 15 di↵erent val-
ues of the phase accumulation time t

hold

for which the
numerical optimisation was performed. The first term
of equation (2) minimises the transfer of population to
higher energy levels, while the second term (resp. third
term) maximises the amplitude of the oscillation of p

0

(resp. p
1

). The obtained pulse has a duration of 1.6ms.
When simulating the whole interferometric sequence,

we observe an oscillation of p
0

and p
1

as a function of
t
hold

, with a periodicity of 0.58ms. The contrast, de-
fined as C(pi) = (max(pi)�min(pi))/(max(pi)+min(pi)),
reaches C(p

0

) ⇡ C(p
1

) ⇡ 97% in the numerical simula-
tions. As shown in Fig 3(c), a limited transfer of pop-
ulation to higher excited states on the order 10% also
takes place. We note that although the second pulse is
designed without constraint on the shape of the interfer-
ometric fringes, the final fringe evolution is close to a sine
function.

Figure 3(a) shows the experimentally realised Ramsey
signal as obtained by our state analysis (see Supplemen-
tary Information). The experimental results are in good
agreement with the numerical simulation on the first in-
terferometric fringes. The contrast reaches 92(5)%, and
the Ramsey period measured is 0.57(2)ms. The fit resid-
uals, interpreted as population in higher excited states
and an incoherent fraction, amount to 15%–25% de-
pending on t

hold

.
We point out that the holding times t

hold

chosen for the
experiment di↵er from the ones used for the numerical
optimisation of the second ⇡/2 pulse. This indicates that
the pulse is valid for all points on the equator of the Bloch
sphere. We have investigated this further numerically
with other states within the two-modes subspace, but
not necessarily lying on the equator of the Bloch sphere.
We found that the second ⇡/2 pulse performs a close-

Figure 3. Interference fringes of the motional-states
interferometer. (a) Experimental data. Populations of the
ground state p

0

(blue circles) and first excited state p

1

(red
diamonds), extracted from a fit to the experimental density
images, as a function of the phase accumulation time t

hold

.
The error bars indicate the 1� confidence interval of the fit.
The blue and red dashed lines are exponentially damped sines.
(b) OCT optimisation data. Populations of the ground state
p

0

(blue dashed line) and first excited state p

1

(red line) as a
function of the phase accumulation time t

hold

(c) Populations
in higher excited states in the optimisation (black solid line)
compared to residual part in the fits to experimental data
(black diamonds). The top insets are examples of experimen-
tal momentum distributions (upper) and their corresponding
fitted GPE momentum distribution (lower) for the 3 di↵erent
hold times indicated by the vertical dashed lines in panel (a).

to-unitary operation, similar to a Hadamard gate, with
limited leakage to higher excited states.
Looking at longer times t

hold

we observe a reduction of
contrast, indicating a loss of coherence in the created su-
perposition over time. Fitting an exponentially damped
sine to the experimental fringes reveals a damping time
constant of 1.6(7)ms. This decay is not observed in our
1D GPE simulation (see Fig. 3(b)).
We investigated three possible mechanisms that could

explain the contrast reduction. However, none of them
demonstrated decay. (i) Perturbations of the wavefunc-
tion could arise from a coupling between the di↵erent
transverse and longitudinal modes. However, simula-
tions using a 3D GPE solver revealed no such e↵ect. (ii)
We evaluated the rate of dephasing [19, 20] between the

92% contrast
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Fast closed-loop optimal control of ultracold atoms in an optical lattice
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(Dated: February 22, 2013)

We present experimental evidence of the successful closed-loop optimization of the dynamics of
cold atoms in an optical lattice. We optimize the non adiabatic loading of an ultracold atomic gas
in an array of one-dimensional tubes (3D-1D crossover) and we perform an optimal crossing of the
Superfluid- Mott Insulator quantum phase-transition in a three-dimensional lattice. In both cases
we achieve results of comparable qualities as those obtained via adiabatic dynamics, e↵ectively
speeding up the process by more than a factor three while improving the quality of the desired
transformation.

PACS numbers:

In the last decade, the implementation of quantum
simulators with cold atoms has experienced remarkable
expansion [1]. The latest developments in the field have
made now possible to experimentally investigate Fermi
and Bose ultracold gases in many di↵erent setups [2].
Optical potentials have given access to the investigation
of the physics of many-body systems in a lattice and
the simulation of the ground-state physics and the dy-
namics of some of the most important lattice models:
Hubbard and spin models have been successfully imple-
mented [3–7]. Including artificial disorder allows to study
ubiquitous phenomena like Anderson localization [8]. Re-
cently, improved experimental techniques allowed for the
acquisition of unprecedented single-atom resolved images
and the coherent control of single spins [9, 10] paving
the way for the next generation of experiments. Novel
and more challenging ideas have been proposed to ex-
ploit the potential of quantum simulators to study arti-
ficial gauge fields related to quantum Hall physics [11],
the physics of complex quantum systems [12] and gauge
theories [13]. The path towards new experiments of in-
creasing complexity is conditional on the development
of better and more precise experimental techniques, to
achieve increased control on the system under investiga-
tion. The necessary steps to be taken are mostly related
to technological and experimental development, however
recently an important theoretical contribution has been
put forward. Indeed, it has been shown that it is possi-
ble to exploit quantum optimal control to synthesize op-
timal strategies for correlated quantum many-body dy-
namics [14, 15], as already known for few-body or un-
correlated quantum systems [16–19]. Combining numer-
ical simulations and novel approaches has enabled opti-
mal control of correlated quantum many-body dynamics
and optimal driving of phase transitions [14, 20], many-
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FIG. 1: Scheme of the closed-loop optimization experiment.
The control-field s (t) describes the temporal dependence of
the lattice depth during the loading of the atomic gas in the
lattice. An initial guess s

0

(t) is chosen: the experiment runs
and a Time-Of-Flight image is recorded. From a numerical
fit we extract the Figure Of Merit F . The optimization algo-
rithm provides an updated function s(t) and the experiment
is repeated until reaching an optimal field s

f

(t).

body entangled and squeezed states [21]. Despite these
promising theoretical results, their experimental imple-
mentation might be limited by di↵erent issues mainly
arising from discrepancies between theoretical models
and experimental realization. Even though optimal con-
trol fields are generically robust against noise and im-
perfections [22], it would be desirable to have an opti-
mal control field obtained by means of the most accurate
and comprehensive description possible of the system dy-
namics under consideration. Moreover, there are also
cases where open-loop quantum optimal control cannot
be applied to a given dynamics as no e�cient classical

3D-1D crossover and QPT 

S. Rosi, et. al. PRA 2013

Topt � Tad/3
FOMopt � 0.9 FOMad

3

1.35

1.25

1.30

1.20

1.15

1.10

Run �t
opt

⌧
opt

F
uncorr

Best F
opt

1 154ms 35ms 2.30± 0.03 1.73± 0.02
2 45ms 9ms 2.30± 0.03 1.40± 0.06

FIG. 2: 3D-1D crossover. (a): Two-dimensional mapping
(blu-coloured palette) of the FOM as a function of the pa-
rameters �t and ⌧ during the optimization; circles: first run,
triangles: second run (grey-coloured palette). (b): Measured
figure of merit F (ratio between final and initial thermal frac-
tion of the atomic sample) after ramping up and down a two-
dimensional optical lattice during the optimization loop. First
(second) experimental run (see text) is represented by blue
circles (red triangles). The two best results F

opt

measured in
the two runs are circled in evidence. For completeness, on
the right side of the graph we report also the corresponding
values of the ratio between temperature T

f

measured after
having switched on and o↵ the lattices and temperature T

i

measured before loading the lattices. The table reports the
values of the FOM corresponding respectively to the exponen-
tial uncorrected loading (F

uncorr

) and to the best one (F
opt

),
together with the correspondent values of the parameters �t
and ⌧ . For the quasi-adiabatic loading the FOM is typically
(1.66± 0.02).

guess s0(t) and implement the experimental sequence
described above, at the end of which a TOF image is
recorded. An automated fitting procedure results in a

measurement of the final thermal fraction of the sam-
ple Th.Fr. = N

th

/N
tot

to be compared with the initial
thermal fraction Th.Fr.

i

. Their ratio defines the FOM
F = (Th.Fr.)

f

/(Th.Fr.)
i

we minimize. With this infor-
mation the minimization subroutine implements a search
in the parameters space that defines an updated loading
ramp s(t). The loop is then closed and the process re-
peated until convergence or when the given desired preci-
sion has been reached. In fig.2(b) we report the measured
FOM during the optimization cycle.

3D-1D crossover – We first consider the transforma-
tion between a three-dimensional BEC and an array of
one-dimensional quasi-condensates obtained loading the
BEC in a two-dimensional lattice. As a warm-up for
the full CRAB optimization, here we optimize the pro-
cess over a restricted class of functions, namely load-
ing ramps of exponential shape with di↵erent duration
�t and time constant ⌧ as defined in Eq.(1). The final
value of the two lattices intensity s

max

is high enough to
produce an array of independent one-dimensional gases
where the transverse degrees of freedom are completely
frozen and the tunneling rate of atoms between di↵er-
ent sites is negligible on the time scale of the experiment
(s

max

= 32). The thermalization time is �t
th

= 1 s.
Before running the optimization algorithm, as the fi-
nal thermal fraction is a two-dimensional function of the
free parameters (�t, ⌧) and thus easily representable, we
plotted it in the two-dimensional parameter phase-space
(blue-coloured contour plot in Fig. 2(a)). This allows the
results of the closed-loop optimization to be compared
with a brute-force approach, that is an extensive search
in the parameter space. The contour plot gives us in-
teresting information on the problem structure, notice
for example that as expected for very short ramps the
FOM is clearly higher than in case of longer ones. The
extensive mapping approach is unfeasible as soon as the
number of the parameters increases, however in this case
where only two parameters are considered we show that
the CRAB optimization finds very quickly the minima.
Fig. 2 presents two tests of the optimization loop char-
acterized by the same initial guesses �t0 = 15ms and
⌧0 = 3ms: F is reported for both runs in Fig. 2(b) as
a function of the iteration number n of the optimization
loop. The possibility of finding di↵erent final results is
due to the fact that performing an experiment charac-
terized by a finite number of iterations and experimental
errors, we may bump into little deviations in the mea-
surements from run to run. As it can be seen, in both
cases after a quick convergence to a minima the algorithm
looks for other solutions possibly present in case the first
were a local minima, but it founds none. In Fig. 2(a) the
trajectories in the space of parameters clearly reflect this
behavior. Finally, as reported in the table in Fig. 2, the
two loops gave as optimal parameters (�t

opt

, ⌧
opt

) two
pairs of slightly di↵erent values. This can be explained
by the fact that for high values of �t

opt

and ⌧
opt

there is
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Conclusions

✤ CRAB optimization can be applied successfully to MBQS dynamics 
opening new perspectives.!

✤ What can be simulated can be controlled!

✤ Optimal trajectories are robust with respect to noise and 
perturbations. !

✤ Non-integrable MBQS are exponentially complex to be optimized (in 
general)  but particular interesting protocols can be efficiently 
simulated and thus controlled. 
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Upper-bound

2

DW(N) its dimension [? ]. If the system is controllable
–i.e. the operators H

D

, H
C

generate the complete dy-
namical Lie algebra– then DW the manifold that can be
generated is the complete space of density matrix opera-
tors DW = N2 for an N�dimensional Hilbert space, e.g.
for a collection of qudits N = dn. Given a goal state ⇢̄ the
problem to be solved is to find a control pulse �̄(t) that
drives the system from a reference state ⇢0 within an ✏-
ball of the goal state ⇢̄. Equivalently, the optimal control
problem can be expressed as a functional minimization
of the form where the functional F might also include
constraints introduced via Lagrange multipliers �

ı

, and
its minimum is obtained by some control field �̄(t) that
drives the system from ⇢0 to ⇢̄. The solution of the prob-
lem is given by one (not necessary unique) optimal �̄(t),
that identifies a final state ⇢

f

such that d(⇢
f

, ⇢̄) < ✏ in
some norm.

We now recall the definition of the information content
of the control pulse and show that this quantity can be
related to the complexity of the optimal control problem.
The information carried by the control pulse �(t) is given
by the classical channel capacity C times the total time
T . In the simple case of a noiseless channel, the channel
capacity is given by Hartley’s law

b
�

= T �⌦
S

(3)

where �⌦ is the bandwidth and 
S

= log(1+�
max

/��) is
the bit depth of the control pulse �(t) and T the pulse du-
ration [11]. Note that given an uniform sampling rate of
the signal �t, T �⌦ = T/�t = n

s

where n
s

is the number
of sampling points of the signal or in case of a bang-bang
control, n

s

gives the minimal the number of independent
controls. Any optimization method of choice depends on
these n

s

variables, i.e. n
s

defines the dimension of the
input of the minimization problem. We thus define the
complexity of the quantum optimal control problem as
follows:

Definition Given an Hamiltonian of the form of Eq.(2),
a reference initial state ⇢0 and any possible goal state in
the set reachable states W, the complexity of the quan-
tum optimal control problem is defined by the scaling
of the optimal control field minimal number of indepen-
dent degrees of freedom n

s

with the size of the space
DW , necessary to achieve the desired transformation up
to precision ".

From now on we consider the physical situations where
the control is performed in some finite time t 2 [0, T ],
with bounded control field and bounded Hamiltonians,
e.g. ||H

D

|| = ||H
C

|| = 1 and �(t) 2 [0 : 1] 8t. The
aforementioned physical constraints, naturally introduce
a new class of interesting states, that we define as follows:

Definition The set of time-polynomial reachable states
W+ ✓ W is the set of states that can be reached with
precision " in polynomial time (with finite energy) as a
function of the set size DW+(N).

This is the class of interesting states from the point of
view of optimal control, as if a state that can be reached
only in exponential time there is no need of optimal con-
trol at all: in exponential time any reachable state is
reached also with a constant Hamiltonian. Similarly to
standard definitions, we define a time-polynomial reach-
able system if all states can be reached (with precision
") in polynomial time by means of at least one path, i.e.
DW+ = DW and time-polynomially controllable systems
if W+ is equal to the whole Hilbert space. Notice that if
the bound on the strength of the control �

max

is relaxed
we have DW+ = DW .
Given the above definitions, we can state the following

theorem:

Theorem .1 The complexity of a quantum optimal con-
trol problem in W+ up to precision " is polynomial in
the size of the manifold of the time-polynomial reachable
states DW+ .

Proof We first prove that the complexity is bounded
from below byDW+ and then that is bounded from above
by a polynomial function of ·DW+ .
Lower bound: We divide the complete set of time-
polynomial reachable states W+ in spheres of size "DW+ ,
one of which identifies the set of states that live around
the state ⇢̄ within a radius ". The number of "-balls
necessary to cover the whole set W+ is "�DW+ . The in-
formation content of the optimal control field must be at
least su�cient to specify the "-sphere that contains the
goal state, that is

b�
S

= log "�DW+ . (4)

Thus, the number of bits of information given by Eq.(3)
and Eq.(4) has to be at least equal, i.e. b

�

� b�
S

, resulting
in

" � 2
�T �⌦S

DW+ . (5)

Setting a maximal precision (e.g. machine precision) ex-
pressed in bits 

"

= � log2 " we obtain n
s


s

/DW+ = 
"

.
Finally, imposing 

"

= 
s

we obtain

n
s

� DW+ . (6)

Upper bound: The goal state belongs to the set of time-
polynomial states ⇢̄ 2 W+, thus a path of finite length
L that connects the initial and goal states in polynomial
time exists. The maximum of (non-redundant) informa-
tion that provides the solution to the problem is the in-
formation needed to describe the complete path. Setting
the desired precision " this is equal to log "�DW+ bit of
information for each "-ball needed to cover the path. The
total number of "-ball needed to cover the path n

"

is given
by

n
"

= L/"  Tv
max

/" = Poly(DW+)v
max

/" (7)
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D
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generated is the complete space of density matrix opera-
tors DW = N2 for an N�dimensional Hilbert space, e.g.
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that identifies a final state ⇢

f

such that d(⇢
f
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some norm.

We now recall the definition of the information content
of the control pulse and show that this quantity can be
related to the complexity of the optimal control problem.
The information carried by the control pulse �(t) is given
by the classical channel capacity C times the total time
T . In the simple case of a noiseless channel, the channel
capacity is given by Hartley’s law
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S

= log(1+�
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where n
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is the number
of sampling points of the signal or in case of a bang-bang
control, n
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gives the minimal the number of independent
controls. Any optimization method of choice depends on
these n

s

variables, i.e. n
s

defines the dimension of the
input of the minimization problem. We thus define the
complexity of the quantum optimal control problem as
follows:

Definition Given an Hamiltonian of the form of Eq.(2),
a reference initial state ⇢0 and any possible goal state in
the set reachable states W, the complexity of the quan-
tum optimal control problem is defined by the scaling
of the optimal control field minimal number of indepen-
dent degrees of freedom n

s

with the size of the space
DW , necessary to achieve the desired transformation up
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From now on we consider the physical situations where
the control is performed in some finite time t 2 [0, T ],
with bounded control field and bounded Hamiltonians,
e.g. ||H

D

|| = ||H
C

|| = 1 and �(t) 2 [0 : 1] 8t. The
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a new class of interesting states, that we define as follows:
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W+ ✓ W is the set of states that can be reached with
precision " in polynomial time (with finite energy) as a
function of the set size DW+(N).

This is the class of interesting states from the point of
view of optimal control, as if a state that can be reached
only in exponential time there is no need of optimal con-
trol at all: in exponential time any reachable state is
reached also with a constant Hamiltonian. Similarly to
standard definitions, we define a time-polynomial reach-
able system if all states can be reached (with precision
") in polynomial time by means of at least one path, i.e.
DW+ = DW and time-polynomially controllable systems
if W+ is equal to the whole Hilbert space. Notice that if
the bound on the strength of the control �
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is relaxed
we have DW+ = DW .
Given the above definitions, we can state the following

theorem:

Theorem .1 The complexity of a quantum optimal con-
trol problem in W+ up to precision " is polynomial in
the size of the manifold of the time-polynomial reachable
states DW+ .

Proof We first prove that the complexity is bounded
from below byDW+ and then that is bounded from above
by a polynomial function of ·DW+ .
Lower bound: We divide the complete set of time-
polynomial reachable states W+ in spheres of size "DW+ ,
one of which identifies the set of states that live around
the state ⇢̄ within a radius ". The number of "-balls
necessary to cover the whole set W+ is "�DW+ . The in-
formation content of the optimal control field must be at
least su�cient to specify the "-sphere that contains the
goal state, that is
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S

= log "�DW+ . (4)

Thus, the number of bits of information given by Eq.(3)
and Eq.(4) has to be at least equal, i.e. b

�

� b�
S

, resulting
in

" � 2
�T �⌦S

DW+ . (5)

Setting a maximal precision (e.g. machine precision) ex-
pressed in bits 

"

= � log2 " we obtain n
s


s

/DW+ = 
"

.
Finally, imposing 

"

= 
s

we obtain

n
s

� DW+ . (6)

Upper bound: The goal state belongs to the set of time-
polynomial states ⇢̄ 2 W+, thus a path of finite length
L that connects the initial and goal states in polynomial
time exists. The maximum of (non-redundant) informa-
tion that provides the solution to the problem is the in-
formation needed to describe the complete path. Setting
the desired precision " this is equal to log "�DW+ bit of
information for each "-ball needed to cover the path. The
total number of "-ball needed to cover the path n

"

is given
by

n
"

= L/"  Tv
max

/" = Poly(DW+)v
max

/" (7)

Bounded energy
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DW(N) its dimension [? ]. If the system is controllable
–i.e. the operators H

D

, H
C

generate the complete dy-
namical Lie algebra– then DW the manifold that can be
generated is the complete space of density matrix opera-
tors DW = N2 for an N�dimensional Hilbert space, e.g.
for a collection of qudits N = dn. Given a goal state ⇢̄ the
problem to be solved is to find a control pulse �̄(t) that
drives the system from a reference state ⇢0 within an ✏-
ball of the goal state ⇢̄. Equivalently, the optimal control
problem can be expressed as a functional minimization
of the form where the functional F might also include
constraints introduced via Lagrange multipliers �

ı

, and
its minimum is obtained by some control field �̄(t) that
drives the system from ⇢0 to ⇢̄. The solution of the prob-
lem is given by one (not necessary unique) optimal �̄(t),
that identifies a final state ⇢

f

such that d(⇢
f

, ⇢̄) < ✏ in
some norm.

We now recall the definition of the information content
of the control pulse and show that this quantity can be
related to the complexity of the optimal control problem.
The information carried by the control pulse �(t) is given
by the classical channel capacity C times the total time
T . In the simple case of a noiseless channel, the channel
capacity is given by Hartley’s law

b
�

= T �⌦
S

(3)

where �⌦ is the bandwidth and 
S

= log(1+�
max

/��) is
the bit depth of the control pulse �(t) and T the pulse du-
ration [11]. Note that given an uniform sampling rate of
the signal �t, T �⌦ = T/�t = n

s

where n
s

is the number
of sampling points of the signal or in case of a bang-bang
control, n

s

gives the minimal the number of independent
controls. Any optimization method of choice depends on
these n

s

variables, i.e. n
s

defines the dimension of the
input of the minimization problem. We thus define the
complexity of the quantum optimal control problem as
follows:

Definition Given an Hamiltonian of the form of Eq.(2),
a reference initial state ⇢0 and any possible goal state in
the set reachable states W, the complexity of the quan-
tum optimal control problem is defined by the scaling
of the optimal control field minimal number of indepen-
dent degrees of freedom n

s

with the size of the space
DW , necessary to achieve the desired transformation up
to precision ".

From now on we consider the physical situations where
the control is performed in some finite time t 2 [0, T ],
with bounded control field and bounded Hamiltonians,
e.g. ||H

D

|| = ||H
C

|| = 1 and �(t) 2 [0 : 1] 8t. The
aforementioned physical constraints, naturally introduce
a new class of interesting states, that we define as follows:

Definition The set of time-polynomial reachable states
W+ ✓ W is the set of states that can be reached with
precision " in polynomial time (with finite energy) as a
function of the set size DW+(N).

This is the class of interesting states from the point of
view of optimal control, as if a state that can be reached
only in exponential time there is no need of optimal con-
trol at all: in exponential time any reachable state is
reached also with a constant Hamiltonian. Similarly to
standard definitions, we define a time-polynomial reach-
able system if all states can be reached (with precision
") in polynomial time by means of at least one path, i.e.
DW+ = DW and time-polynomially controllable systems
if W+ is equal to the whole Hilbert space. Notice that if
the bound on the strength of the control �

max

is relaxed
we have DW+ = DW .
Given the above definitions, we can state the following

theorem:

Theorem .1 The complexity of a quantum optimal con-
trol problem in W+ up to precision " is polynomial in
the size of the manifold of the time-polynomial reachable
states DW+ .

Proof We first prove that the complexity is bounded
from below byDW+ and then that is bounded from above
by a polynomial function of ·DW+ .
Lower bound: We divide the complete set of time-
polynomial reachable states W+ in spheres of size "DW+ ,
one of which identifies the set of states that live around
the state ⇢̄ within a radius ". The number of "-balls
necessary to cover the whole set W+ is "�DW+ . The in-
formation content of the optimal control field must be at
least su�cient to specify the "-sphere that contains the
goal state, that is

b�
S

= log "�DW+ . (4)

Thus, the number of bits of information given by Eq.(3)
and Eq.(4) has to be at least equal, i.e. b

�

� b�
S

, resulting
in

" � 2
�T �⌦S

DW+ . (5)

Setting a maximal precision (e.g. machine precision) ex-
pressed in bits 

"

= � log2 " we obtain n
s


s

/DW+ = 
"

.
Finally, imposing 

"

= 
s

we obtain

n
s

� DW+ . (6)

Upper bound: The goal state belongs to the set of time-
polynomial states ⇢̄ 2 W+, thus a path of finite length
L that connects the initial and goal states in polynomial
time exists. The maximum of (non-redundant) informa-
tion that provides the solution to the problem is the in-
formation needed to describe the complete path. Setting
the desired precision " this is equal to log "�DW+ bit of
information for each "-ball needed to cover the path. The
total number of "-ball needed to cover the path n

"

is given
by

n
"

= L/"  Tv
max

/" = Poly(DW+)v
max

/" (7)

T-poly

3

where L is the length of the path, v
max

is the maximal al-
lowed velocity along the path due to the bounded energy.
In conclusion, we obtain that

b+
S

=
Poly(DW+)v

max

"
log "�DW+ , (8)

that implies together with the condition b
�

 b+
S

Poly0(DW+)v
max

/" � n
s

(9)

That proofs our theorem. ⌅

Notice that the lower bound holds in general for any
reachable state in W and can be saturated, as recently
shown in [9]. On the other hand, the upper bound di-
verges for " ! 0, as finding the exact solution of the
control problem might be as di�cult as super exponen-
tial [14]. The theorem has a number of interesting prac-
tical and theoretical implications that we present in the
rest of the paper.

Complexity - The aforementioned theorem poses the
basis to set the complexity of solving the optimal con-
trol problem. An algorithm recently introduced to solve
complex quantum optimal control problems, the CRAB
optimisation, builds on the fact that the space of the con-
trol pulse �̄(t) is limited from the very beginning to some
(small) value n

f

, and then solve the problem by means of
a direct search method. It has been shown, that this al-
gorithm e�ciently founds exponentially precise solutions
as soon as n

f

� n
s

[16]. As under, fairly general con-

ditions, one can show that optimal control prob-

lems are equivalent to linear programming [13]

the CRAB optimisation provides an algorithm to solve
the optimal control problem with smoothed polynomial
complexity in the input size n

s

. More formally, one can
make the following statement:

Lemma .2 The class of deterministic optimal control
problems that satisfy the hypothesis (H1-H3) of Ref. [13],
is characterised by a polynomial smoothed complexity in
the size of the time-polynomial reachable states DW+ .

In conclusion, studying the scaling of the complexity
of the control problem n

s

as a function of the system
size DW is of fundamental interest to understand and
classify our capability of e�ciently control quantum sys-
tems. The first results in this direction can be obtained
observing the influence of the integrability of the quan-
tum system on DW+ , resulting in the following Lemmas:

Lemma .3 The complexity of an optimal control prob-
lem of time-polynomial controllable non-integrable n-body
quantum system is exponential with the number of con-
stituents n.

Proof The dynamics of a controllable non integrable
many-body quantum system explores the whole Hilbert
space, i.e. the set of time-polynomial reachable states is
the whole Hilbert space, that is DW+ = N2 (DW+ = N
for pure states).

On the contrary, despite the exponential growth of the
Hilbert space, the size of W+ for integrable systems is
at most linear in the number of constituents of the sys-
tems n, that implies together with the theorem above the
following lemma:

Lemma .4 The complexity of time-polynomially control-
lable integrable many-body quantum system, is polynomial
with n.

Notice that the previous lemma generalize a theorem
stated in [10] that has been proven for the particular case
of tridiagonal Hamiltonian systems.
Finally, there exists a class of intermediate dynamics

that despite in principle might explore an exponentially
big Hilbert space, are confined in a corner of it and can
thus be e�ciently represented. The simplest example
of this class of problems is mean-field dynamics such as
that that can be studied by means of DMFT[? ], however
more in general the class of dynamics that can be rep-
resented e�ciently by means of a tensor-network (TN)
representation as t-DMRG [19] as stated in the following
Lemma:

Lemma .5 The complexity of an optimal control prob-
lem defined over a dynamical process that can be described
e�ciently by a tensor network, e.g. in one dimension a
matrix product state, is polynomial in the number of com-
ponents n.

Proof The dimension of the set of the time-polynomial
reachable states W+ that can be e�ciently represented
by a tensor network scales as DW+  DW = Poly(n) · T
where T is the total time of the evolution. Given Theorem
1, the optimal control problem complexity is bounded from
above polynomially in the system size.

Notice that, although the previous lemma is in princi-
ple valid in all dimensions, it has practical implications
in one-dimensional systems while much less e�cient rep-
resentations of the dynamics are known in dimensions
bigger than one [20]. The previous statement has the fol-
lowing implication, that links directly the entanglement
present in the system during its dynamics with the com-
plexity of controlling it:

Remark Time evolution of slightly entangled one-
dimensional many-body quantum systems can be ef-
ficiently represented via Matrix Product States with
DW+  DW = O(T d 22Sn) parameters, where S is
the maximal Von Neumann entropy of any bipartition
present in the system. Thus, systems with S / log(n)
for every time can be e�ciently controlled.

We stress that the previous relation is true only in one
direction, that is, in general the entanglement present in
the system is not uniquely correlated with the complexity
of the optimal control problem: indeed due to the pre-
vious results, integrable systems (also highly entangled)
are e�ciently controllable, as for example shown recently
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